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A fair test of the Dodo bird conjecture that different psychotherapies are equally effective would 
entail separate comparisons of every pair of therapies. A meta-analysis of overall effect size for any 
particular set of such pairs is only relevant to the Dodo bird conjecture when the mean absolute 
value of differences is 0. The limitations of the underlying randomized clinical trials and the problem 
of uncontrolled causal variables make clinically useful treatment differences unlikely to be revealed 
by such heterogeneous meta-analyses. To enhance implications for practice, the authors recommend 
an intensified focus on patient-treatment interactions, cost-effectiveness variables, and separate meta- 
analyses for each pair of treatments. 

Wampold et al. (1997) examined studies that directly compared 
"bona fide" treatments [i.e., treatments that "were  based on psy- 
chological principles, were offered to the psychotherapy commu- 
nity as viable treatments (e.g., through professional books or man- 
uals)," and "were  delivered by trained therapists" (p. 205; with 
at least a master's degree)] to patients with bona fide clinical 
problems. The results of their analyses are consistent with those 
of prior meta-analyses, and proponents of psychotherapy can be 
reassured by the convergence of their findings. For example, Lip- 
sey and Wilson (1993) examined 156 meta-analyses in which 
treatments were compared with control conditions. They calcu- 
lated a mean effect size of .47, which was considerably larger than 
the mean effect size of  many widely used, "validated" medical 
interventions. Grissom (1996) calculated "probability of superi- 
ority estimates" (cf. Howard, Krause, & Vessey, 1994) from prior 
meta-analyses. His analysis indicated that, in general, therapy was 
much better than no treatment and better than a placebo and that 
the median probability of superiority for studies comparing two 
therapies was only slightly greater than 50-50.  So Wampold et 
al.'s meta-analysis is in a tradition of results indicating that efficacy 
differences between psychotherapeutic treatments are, on the aver- 
age, modest to small. 

H o w  to C o m p a r e  Trea tments  

If we look for sheer differences in outcome among psycho- 
therapies to see whether they are all the same in terms of  the 
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patients' mental health status after therapy, we do not care which 
therapy is better or worse but only how different they are from 
one another. The measure of  sheer difference is the absolute 
value of  the difference because the algebraic signs of the differ- 
ences are irrelevant, so the sum of these absolute values divided 
by the number of  them is the mean difference. Although this 
mean has a lower bound of zero, it could only actually take a 
value of  zero if all the absolute values of  differences were uni- 
formly zero. 1 The .19 mean absolute value effect size reported 
by Wampold et al. would thus seem to be the value we want, 
so there is, on the average, a significant difference (according 
to their data) in outcome in trials of  various pairs of  psychother- 
apies (see, e.g., Lipsey & Wilson, 1993, pp. 1198-1199,  for a 
discussion of  " s m a l l "  effect sizes). But is this really what 
we want to know if  we are interested in differences between 
therapies? 

If  we compare applications of psychotherapies by pairing the 
application of  one with the application of  another so as to calcu- 
late the difference between their outcomes, we are really look- 
ing, for practical purposes, to order a set of  therapies on a 

1 Randomly assigning algebraic signs to these absolute values, pre- 
sumably half pluses and half minuses, and taking the sum of the resulting 
values to divide by the number of differences yields a mean with no 
relationship to the mean difference of the absolute values but with an 
expected value of zero, whatever the mean difference is in the absolute 
values. This apparently was Wampold et al.'s (1997) procedure for 
deriving their chief statistic, the mean of the randomly (but equally) 
signed absolute value differences. But the mean of the randomly (but 
equally) signed differences can only equal the mean difference of abso- 
lute values if the latter is zero (i.e., when each and every difference is 
zero). Wampold et al.'s significance testing for thick tails in the sample 
distribution of their randomly assigned differences is not an adequate 
substitute for testing the mean difference of the absolute values (i.e., 
.19) because their testing of the thick tails yields an insignificant result, 
whereas testing the correct statistic apparently does yield a statistically 
significant result. 
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common outcome metric. If therapy Time 1 (T1) is D outcome 
units better than T2, T2 is D better than T3, and T3 is D better 
than T1, then the mean difference in outcome among the three 
therapies is D, but they cannot be ordered on a one-dimensional 
outcome metric; that is, the results of the three comparisons 
are inconsistent (the therapies' outcomes are not transitive). 
However, if we alter this scenario by having T1 2 D better than 
T3, we get a mean difference in outcome of 1.33 D and consis- 
tent results that order the three therapies as to outcome: T1 
> T2 > T3. If each betters every other therapy in half their 
comparisons and is bettered in the other half, we have the incon- 
sistent results of our first scenario. If the comparisons yield 
consistent results analogous to those of our second scenario, we 
get interpretable standings that order the set of therapies. The 
point is that we are not interested in awarding prizes contest 
by contest, comparison by comparison, but according to stand- 
ings after a round of comparisons, such that each therapy has 
been paired with every other (several times). We need to scale 
the therapies on outcome, not to estimate a mean difference 
between all pairs of therapies. 

How are we ever to collect the data we need to scale a set 
of therapies? Ideally in the randomized experiment tradition, we 
would conduct an experiment large enough to include all of the 
therapies at issue and randomly assign patients, therapists, and 
settings to therapies in large enough numbers to guarantee equal- 
ity across the therapies of any patient, therapist, and setting 
variables that had any causal relevance for outcome. Unfortu- 
nately, however, we have never been able to do this and probably 
never will. Instead, we have settled for a practical alternative 
strategy: We compare pairs of therapies (occasionally more) 
and aggregate the results of these somewhat disparate compari- 
sons in meta-analyses, therapy pair by therapy pair. Holding to 
the randomized experiment tradition, we take only the differ- 
ences between therapies as meaningful (because the main effects 
of unknown, uncontrolled causal variables that are subject to 
successful random assignment would affect therapy means but 
not mean differences between therapies). 

Moreover, because different comparisons use different out- 
come measures, we use a standard-deviation-of-outcomes metric 
rather than any direct measure of outcome for our aggregation. 2 
Because of our restriction to interpreting mean differences in 
outcomes between therapies, that is, avoiding interpreting mean 
outcomes per se, we can derive outcome standings for a set of 
therapies only if the results of the comparisons are ordinally 
consistent. So meta-analyses based on effect sizes from random- 
ized experiments cannot in general provide what clinicians re- 
ally want, that is, to know how good each therapy is. 

Confounding in Meta-Analyses 

The interpretation of meta-analyses faces serious problems. 
One such problem concerns "the potential influence of unknown 
causal variables, confounds. Attempting to replicate an experi- 
ment involving two psychotherapies, where there is an additional 
unknown causal variable left uncontrolled, allows that unknown 
causal variable to vary across replications. Most simply, let us 
assume that a two-level unknown causal variable (e.g., an ade- 
quate therapeutic alliance vs. a less than adequate one) predomi- 

nantly takes its high level for one attempted replicate experiment 
but its low level for another. As a result of a successful random 
assignment of the unknown causal variable within experiments, 
any main effect of that variable (at whatever level) is excluded 
from the within-experiment, between-therapy differences. Any 
interaction of the unknown causal variable with the therapies, 
however, can affect these differences (as a high level of thera- 
peutic alliance may enhance the effects of interpersonal therapy 
more than it may the effects of in vivo desensitization). Insofar 
as the effect of such an interaction varies with the level of 
the unknown causal variable, which is not randomly assigned 
between experiments, it affects the between-therapy differences 
differently across attempted replicate experiments (because, 
e.g., an inadequate therapeutic alliance may detract equally from 
both interpersonal therapy and in vivo desensitization). Thus, 
in the presence of such an interactive unknown causal variable, 
any specific therapy pair's net comparison--by being averaged 
across replications that differ in mean level of the uncontrolled 
causal variable--is confounded by the uncontrolled causal vari- 
able's interaction effect. So how are we to interpret mean effect 
sizes constructed from attempted replications when there are 
unknown, interactively causal variables uncontrolled and vary- 
ing across these replications (as we know there must be if we 
are tempted by the heterogeneity of effect sizes to do a recta- 
analysis in the first place)? At the very least, we must be careful 
to present our average effect sizes as the best estimates we have 
so far, not as probably accurate estimates when we still have no 
idea how accurate they are. 

The Dodo Bird and Its Demise 

The gist of our argument, then, is that what Wampold et al. 
(1997) apparently wanted to do should have concerned only 
the absolute values of differences (not signed differences). Even 
then, however, what they wanted to do has limited bearing on 
what we are to make of the comparative efficacy or effectiveness 
of extant psychotherapies. The mean absolute difference in ef- 
fect size (in standard-deviation-of-outcome units) of .19 be- 
tween pairings of applications of psychotherapies could be due 
to many different comparisons of therapies that have modest 
effect sizes, to comparisons of one pair of therapies that has 
received considerable research attention, or to a few compari- 
sons with large effect sizes. The mean absolute difference in 
effect sizes reported by Wampold et al. does not imply that 
psychotherapies differ on average. 19 in outcome, only that the 
average experimental comparison results in a .19 effect size. 3 
This is useful for setting sample sizes for statistical power in 
future such experiments where one does not have more specific 
information regarding the particular therapies to compare. 

The Dodo bird conjecture is that "when t r e a t m e n t s . . ,  are 
compared, the true differences among all such treatments are 

2 This is a strategy necessitated by having to make sense of somewhat 
disparate comparisons of therapies in some systematic, quantitative way 
that allows us to weight each comparison's result in a common metric, 
according to that comparison's sample size and quality. 

3 This is similar to interpreting the grand mean of a stratified sample 
where the strata have different sample sizes. 
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zero" (Wampold et al., 1997, p, 204). If it is true, then for 
every set of replications of the same pair of therapies the mean 
effect size should not deviate significantly from zero (except 
for the percentage of such pairs that we would expect to do so by 
chance). A generalization to all pairs of therapeutic treatments is 
wanted, so one mean effect size for all comparative experiments 
is not the relevant statistic (unless the mean effect size is zero). 
In getting away from comparisons between classes of therapies 
because the Dodo bird conjecture concerns individual therapies, 
Wampold et al. went too far, to all comparative experiments 
rather than to all pairs of therapies, in aggregating for an effect 
size and an omnibus significance test. Furthermore, it is overly 
conservative to require the average experimental comparison to 
yield an effect size significantly different from zero before any 
pair of psychotherapies can properly be examined for differential 
efficacy or effectiveness. So long as better mental health status 
is important, no amount of prior failures to rise above the results 
of some baseline should obstruct further efforts, and the omni- 
bus significance test used by Wampold et al. represents just 
such an obstruction. A body of successful replications on the 
same pair of therapies using the same set of variables and mea- 
sures and analyzed as a whole, that is, meta-analytically 
(Schmidt, 1992),4 is the most legitimate basis for claiming that 
and how much one therapy is better than another for certain 
sorts of patients under certain sorts of conditions. Meta-analyses 
of somewhat more disparate experiments can help lead us to 
focus on particular pairs, to reliable demonstrations capping a 
program of experimentation. 

Treatment Variables 

Wampold et al. (1997) called our attention to a possible 
source of ideas for new causal variables definitive of psychother- 
apies when they noted that " i t  is p o i g n a n t . . ,  that the size of 
the effect between bona fide psychotherapies is at most about 
half of the effect size produced by treatments with no active 
psychotherapeutic ingredients (i.e., placebo vs. no treatment)" 
(p. 210). Does not this (like the immediate improvement in- 
ferred in Howard, Kopta, Krause, & Odinsky, 1986) suggest 
that we have overlooked some active psychotherapeutic ingredi- 
ents right under our noses because we have been prejudiced 
against seeing and looking for active psychotherapeutic ingredi- 
ents in placebo or putatively no-treatment conditions? This is 
certainly reason to "persist in attempts to find treatment differ- 
ences" (Wampold et al., 1997, p. 211 ). Ought not we look for 
correlates of outcome within placebo and no-treatment groups, 
especially ones possibly amenable to therapist influence, and 
then try to control them in treatment groups? 

Some investigators have argued that it is not vital or even 
relevant to justify psychotherapy by demonstrating that different 
therapies contain unique active ingredients as medications are 
purported to. Lambert and Bergin (1994) have emphasized that 
common factors should not be interpreted as inert factors and 
have listed 30 common factors existing across therapies. Klein 
(1996) also described some of these factors: " A  strong, knowl- 
edgeable, professional ally who therapeutically provides the pa- 
tient with emotional support, usable coping skills, and success 
experiences and helps reframe life experiences so as to heighten 
self-esteem" (p. 82). 

The current impetus for the unique ingredients position 
comes, in part, from the demand for evidence required for psy- 
chotherapy to strengthen its status as an effective treatment (Task 
Force on Promotion and Dissemination of Psychological Proce- 
dures, 1995). Wampold et al. (1997) suggested letting go of 
the medication model notion that psychotherapy works because 
of active ingredients. However, we believe that the active ingredi- 
ent explanation for psychotherapeutic effectiveness has merit. 
For example, the dosage model, which specifies the relationship 
between amount of treatment and patient improvement, uses the 
session as the critical unit of treatment and is based on the 
assumption that there is a stochastic relationship between num- 
ber of sessions and the patient's exposure to a treatment's active 
ingredients (Howard et al., 1986). The dosage model is the 
theoretical base for a phase model of treatment outcome, which 
specifies that subjective remoralization precedes symptomatic 
remediation (which precedes rehabilitation of functioning; 
Howard, Lueger, Maling, & Martinovich, 1993), as well as for 
subsequent research on the relationship between treatment dos- 
age and patient improvement (Barkham et al., 1996; Howard, 
Moras, Brill, Martinovich, & Lutz, 1996; Howard, Orlinsky, & 
Lueger, 1995; Kopta, Howard, Lowry, & Beutler, 1994; Tingey, 
Lambert, Burlingame, & Hansen, 1996). So far, the medication 
model has lead to interesting findings and insights about how 
patients' conditions respond to treatment. 

Randomized  Clinical  Trials and Meta-Analys i s  

The usual meta-analysis is applied to a collection of random- 
ized clinical trials (RCTs) that address the efficacy question, 
Under controlled circumstances, does Procedure X produce a 
particular average effect above and beyond the average effect 
of Procedure Y? (cf. Howard et al., 1996; and Seligman, 1995 ). 
Efficacy research is intended to protect the internal validity of 
findings and to demonstrate that there is a causal relationship 
between the intervention and the outcome. However, the proce- 
dures of RCTs tend to reduce the external validity of findings: 
The patients are carefully selected on the basis of a single diag- 
nostic category to reduce within-cell variability and are ran- 
domly assigned to treatment conditions, and therapists are con- 
strained in their interventions, including the length of treatment, 
regardless of patient progress, to maximize the "integrity" of 
the putative therapeutic ingredients. In contrast, the usual psy- 
chotherapy patient likely has multiple disorders (Kessler et al., 
1994), patients choose both treatment and practitioners that they 
see as helpful, treatment is typically adjusted according to the 
response of the patient and is based on the professional judgment 

4 Meta-analyses are useful because by aggregating findings, they cor- 
rect for a frequent misuse of significance testing. Schmidt pointed out 
that typical research experiments (with the treatment and control groups 
having 15 participants each and using a two-tailed test of significance) 
detect an actual effect size of .50, which is a medium-sized effect in 
Cohen's (1988) typology of effect sizes, only 26% of the time, resulting 
in an exaggerated Type II error rate. If a series of such studies were 
reviewed, it would be concluded that 74% of the studies found no 
difference between groups. Schmidt showed that, in contrast, a recta- 
analysis yields the correct conclusion, especially if the number o¢ studies 
included in the meta-analysis is large. 
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of the practitioner, and treatment is offered until the patient 
is better. Moreover, RCTs test for one-way causality, which is 
inconsistent with clinical practice, wherein patient progress af- 
fects the process of therapy as much as the process of therapy 
determines the outcome. Simply put, RCTs may reflect very 
little about the reality of psychotherapy practice where patients 
and clinicians are concerned about whether this treatment, con- 
ducted in this manner, is producing the desired effect. 

When RCTs fail to reveal expected differences between treat- 
ments, a usual recourse is the proposal of treatment-patient 
interaction effects. For example, it is probably the case that the 
Dodo bird verdict would hold for comparisons of the general 
main effects of antibiotic medications (as it would for antide- 
pressants). But some patients are allergic to certain antibiotics, 
while others are unresponsive to certain antibiotics; so prescrip- 
tions have to be tailored to these patient characteristics (as well 
as, in some cases, to the patient's actual medical condition). 
Klein (1996) reminded us of the subject confound of "drug 
unresponsive" patients in treatment groups, whereas Elkin, Gib- 
bons, Shea, and Shaw (1996) implied that there are patients 
who are much less responsive to cognit ive-behavioral  therapy 
than are others. Failures (and even successes) to find significant 
main effects should be (and most often are) followed by a 
search for such interactions in post hoc analyses. 

It is also possible (even likely) that treatment differences 
are attenuated by selective attrition from treatment groups, for 
example, by the dropping out of noncompliers. For example, a 
recent study comparing fluoxetine (n = 18) with cognitive ther- 
apy (n = 13) in the treatment of dysthymia (Dunner  et al., 
1996) found that "five patients, all who had been randomly 
assigned to fluoxetine, dropped out prior to the 8-week assess- 
ment. Four withdrew consent when randomized (they stated that 
they were hoping to be assigned to cognitive therapy)" (p. 37). 
There was also attrition from the cognitive therapy group. It is 
not surprising, then, that the treatments attained similar results 
(with final group ns of 13 and 11, respectively, and self-selection 
playing a prominent role through attrition). 

Another problem with the legacy of RCTs lies in the depen- 
dent variables that investigators have chosen. Human concerns 
demand that speed of improvement, emotional and financial 
costs, unpleasant side effects, and so forth should be considered 
as well as amount of improvement achieved at the termination 
of treatment (outcome) when comparing psychotherapeutic 
treatments. Given our concerns about the value of clinical trials 
research as mentioned above, we believe that future comparative 
treatment studies should focus on efficiency rather than just 
effectiveness. Therefore, we recommend future effect size calcu- 
lations that take into account cost (e.g., rate of improvement) 
as well as amount of benefit. Even further, we recommend re- 
search that is focused on growth curves that reflect patient prog- 
ress over the course of a treatment (Howard et al., 1996) rather 
than on main effects of treatment or comparative treatment out- 
comes at some arbitrary termination point. For research to be 
clinically applicable, the focus has to be on the individual patient 
and that patient 's response to the treatment so far. 

When meta-analyses are based on RCTs or less controlled 
comparisons, they inherit all of the problems of these kinds of 
comparative experiments. Meta-analysis does not solve these 
problems. 

Cavea t  

We want to emphasize that equivalency findings would not 
represent an indictment of different psychotherapies as valid 
treatments for psychological disorders. There are many medical 
interventions that produce equivalent results in the treatment of 
an illness. In fact, the Food and Drug Administration has guide- 
lines for establishing the equivalence of medical interventions 
(e.g., the validation of generic drug substitutes). In this spirit, 
Wampold et al. (1997) stated that "the results of this meta- 
analysis suggest that the [average] efficacy of the treatments 
are comparable, not that the treatments are interchangeable" 
(p. 211). The best of all clinical situations would include a 
variety of effective treatments, such that treatment selection for 
a particular patient would be guided solely by the clinical char- 
acteristics and treatment responsiveness of that patient. 
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