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(57) ABSTRACT 

A data communication system Which facilitates integration 
of both Wireless and Wired communication devices With core 

backbone and service provider networks. The data commu 

nication system includes a sub-network Which provides 

enhanced data transport and managed IP services for ser 

vices providers. Managed IP servers process data at the IP 

layer, and perform encryption, decryption, compression, and 
decompression functions, thus enabling the provision of 
content-based services to end-users. 
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END-USER COMMUNICATION SYSTEMS ACCESS 
NETWORK 

RELATED APPLICATIONS 

[0001] The present application claims the bene?t of US. 
Provisional Application No. 60/253,968 ?led Nov. 29, 2000. 

FIELD OF INVENTION 

[0002] The present invention pertains generally to a data 
communication system, and more particularly to a data 
communication system Which provides Wireless and Wired 
communication devices With access to core backbone com 

puter networks, such as the Internet. 

SUMMARY OF THE INVENTION 

[0003] In accordance With a preferred embodiment of the 
present invention, there is provided a data communication 
system comprising: at least one data communication device, 
each data communication device having a client application; 
a subnet comprised of: at least one managed IP server for 
providing data to said at least one data communication 
device; and at least one gateWay router for receiving data 
into the subnet, transmitting data out of the subnet, and 
distributing data to said at least one managed IP server, 
Wherein said client application redirects data to said subnet. 

[0004] In accordance With another aspect of the present 
invention, there is provided a data communication system 
comprising: a method of accessing data in a data commu 
nication system including: at least one data communication 
device, each data communication device having a client 
application; a subnet comprised of: at least one managed IP 
server for providing data to said at least one data commu 
nication device; and at least one gateWay router for receiving 
data into the subnet, transmitting data out of the subnet, and 
distributing data to said at least one managed IP server, 
Wherein said client application redirects data to said subnet, 
said method comprising the steps of: intercepting a request 
for data by the data communication device at the client 
application; transmitting the request for data from the client 
application to the subnet; receiving the request for data at 
one of said at least one gateWay routers; directing the request 
for data to one of said at least one managed IP servers, 
Wherein the managed IP server obtains requested data in 
response to the request for data; and transmitting the 
requested data from the managed IP server to the client 
application. 

[0005] In accordance With yet another aspect of the 
present invention, there is provided a method for processing 
multiple requests for data from multiple host destination 
sites, the method comprising: intercepting, at a client appli 
cation, multiple requests for data from multiple host desti 
nation sites and respectively assigning an associated channel 
number to each request, said multiple requests initiated by 
application service layer processes; combining the multiple 
requests and the associated channel numbers into a data 
block; transmitting the data block to a gateWay router, 
Wherein said gateWay router forWards the data block to a 
managed IP server; individually initiating the multiple 
requests for data at the managed IP server via the gateWay 
router; receiving the requested data at the managed IP server 
and forWarding the requested data to the client application; 
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and forWarding the requested data from the client applica 
tion to the application service layer processes using the 
associated channel numbers. 

[0006] An advantage of the present invention is the pro 
vision of a data communication system Which provides 
improved data communication speeds. 

[0007] Another advantage of the present invention is the 
provision of a data communication system Which decreases 
netWork latency. 

[0008] Still another advantage of the present invention is 
the provision of a data communication system Which pro 
vides neW and enhanced user services via a communications 
netWork. 

[0009] Yet another advantage of the present invention is 
the provision of a data communication system Which alloWs 
for implementation of neW and enhanced optimiZed IP 
content-based services across a computer netWork. 

[0010] Yet another advantage of the present invention is 
the provision of a data communication system Which facili 
tates integration of end users communication devices into a 
service provider netWork. 

[0011] Still other advantages of the invention Will become 
apparent to those skilled in the art upon reading and under 
standing of the folloWing detailed description, accompany 
ing draWings and appended claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0012] The present invention may take physical form in 
certain parts and arrangements of parts, a preferred embodi 
ment and method of Which Will be described in detail in this 
speci?cation and illustrated in the accompanying draWings 
Which form a part hereof, and Wherein: 

[0013] FIG. 1 illustrates a Subnet Within the frameWork of 
different Internet service provider (ISP) netWorks, in accor 
dance With a preferred embodiment of the present invention; 

[0014] FIG. 2 illustrates a Subnet Within the frameWork of 
a netWork topology for Wholesaling, in accordance With a 
preferred embodiment of the present invention; 

[0015] FIG. 3 illustrates a Subnet Within the frameWork of 
a netWork topology for an individual Internet service pro 
vider (ISP), in accordance With a preferred embodiment of 
the present invention; 

[0016] FIG. 4 illustrates a Subnet co-located Within stra 
tegic data centers of one or more backbone netWorks, in 
accordance With a preferred embodiment of the present 
invention; 
[0017] FIG. 5 is a block diagram of the distributed archi 
tecture of a Subnet, according to a preferred embodiment of 
the present invention; 

[0018] FIGS. 6A-B are schematic illustrations of a Subnet 
gateWay’s Managed IP Server (MIPS) communication ?oW 
over an Extended Internet Protocol (e-IP); 

[0019] FIG. 7 is a diagram of a division multiplexing 
scheme, according to a preferred embodiment of the present 
invention; 
[0020] FIG. 8A is a schematic illustration of the message 
?oWs for the division multiplexing scheme of FIG. 7; and 
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[0021] FIG. 8B is a schematic illustration of the trailing 
message ?ows without multiplexing. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

[0022] It should be appreciated that the drawings illus 
trated herein are shown for the purpose of illustrating a 
preferred embodiment of the invention only and not for 
purposes of limiting same. Referring now to FIG. 1, there is 
shown a data communication system 10 generally comprised 
of a plurality of wireless and wired data communication 
devices 20 (also referred to herein as the “end-user system”), 
an Internet service provider (ISP) 30, a Subnet 50, an 
Internet back bone provider 100 and Network Operations 
Center (NOC) 90. It should be understood that while a 
preferred embodiment of the present invention is described 
with reference to the Internet, other public and private 
computer networks are also suitably used in connection with 
the present invention. 

[0023] Data communication devices 20 may include a 
variety of different types of devices, including but not 
limited to: personal digital assistant (PDA), personal com 
munication systems (PCS), and personal computers (PC). It 
should be understood that each data communication device 
20 may include various multi-media data input devices, 
including but not limited to, a digital camera, a digital video 
camera, a microphone, a keyboard, and the like. Each of the 
data communication devices 20 includes a client application 
25 embedded in the network access (IP/data link) layer of 
wireless (mobile) and/or wired (?xed) end-user systems. 

[0024] The term “subnet” refers to a portion of a computer 
network that shares a common address component. More 
speci?cally, the subnet includes a cluster of devices whose 
IP addresses have the same pre?x. As an example, all 
devices with IP addresses that start with 100.100.100 would 
be part of the same subnet. In accordance with a preferred 
embodiment, Subnet 50 is a local area network (LAN) in the 
form of a distributed architecture of a plurality of Gateway 
Routers (“Gateways”) 60 and a plurality of Managed IP 
Servers (MIPS) 70. Subnet 50 provides data transport and 
managed IP services for one or more ISPs 30 (e.g., AOL, 
CoreCom, etc.), and one or more Backbone Service Provid 
ers 100 (e.g., UUNET, AT &T, etc.). In accordance with a 
preferred embodiment, Subnet 50 is preferably designed to 
integrate seamlessly into an IP-based network. In the case of 
“network wholesaling,” Subnet 50 provides a link between 
the wholesaler and customer. 

[0025] MIPS 70 provide encryption, decryption, compres 
sion and decompression of datagrams (wherein a “packet” is 
comprised of a plurality of datagrams), as will be described 
in further detail below. It should be understood that MIPS 70 
process data at the IP layer, which is analogous to the 
behavior of Routers. As a result, Transmission Control 
Protocol (TCP) overhead associated with packet re-assem 
bly and disassembly are eliminated. Furthermore, because 
MIPS 70 preferably operate on IP datagrams, re-assembly 
resources are released and network latency is signi?cantly 
reduced, thereby increasing throughput. 
[0026] In accordance with a preferred embodiment of the 
present invention, IP-content based services are provided, 
including but not limited to: PCS, Medical Applications, and 
Wireless. Each MIPS 70 communicates exclusively with 
Gateway Routers 60 over a novel Extended Internet Protocol 
(e-IP). Gateway Routers 60 preferably take the form of 
Distribution Routers. The primary function of Gateway 
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Routers 60 is to intelligently distribute datagrams to MIPS 
70, and provide a ?rewall to Subnet 50. Gateway Routers 60 
maintain logical associations that correlate the Client Appli 
cation “requests” and the Destination Host Server 
“responses” with MIPS 70. These logical associations effec 
tively eliminate the existing need to maintain multiple 
physical persistent connections (sockets) per client session. 
Preferably, a mapping table is used to associate various 
functionalities with a particular MIPS 70 (which may have 
a specialiZed function). In this manner, Gateway Routers 60 
are able to direct data to an appropriate MIPS 70 that 
provides the desired function. 

[0027] Subnet 50 exchanges data with external entities via 
Gateway Routers 60. Gateway Routers 60 preferably use a 
standard Interior Gateway Protocol (IGP) to communicate 
with external entities. An Open Shortest-Path First (OSPF) 
IGP is preferred as the standard IGP for external commu 
nications with routers. OSPF is a link-state protocol, which 
means that it uses Dijkstra’s algorithm, taking into account 
a variety of link conditions such as the reliability and speed 
of a link, to calculate shortest (lowest cost) paths, and 
normally updates other routers with whom they are con 
nected only when their own routing tables change. Also, all 
OSPF protocol exchanges are authenticated. This means that 
only trusted routers can participate in the “autonomous 
system’s” routing scheme. Furthermore, OSPF enables ?ex 
ible con?guration of Subnets 50. 

[0028] Referring now to FIG. 2, there is shown a diagram 
illustrating a Subnet 50 within the framework of Backbone 
Service Provider “wholesaling.” When a Backbone Service 
Provider sells the services to all ISPs that utiliZe its back 
bone, it is referred to as wholesaling. Network wholesaling 
is the offering of network solutions and services by large 
service providers for rent or lease to other service providers, 
independent telephone companies, enterprise customers, and 
others who are looking to outsource network services. There 
are two sides to network wholesaling: a wholesale provider, 
which is usually a large ISP, a competitive local exchange 
carrier (CLEC), or a carrier; and a wholesale customer, who 
is the user of the wholesale ports, and which is usually a 
smaller ISP or enterprise customer. In the wholesaling 
scenario, Subnet 50 cross-connects Gateway Routers 60 and 
Terminating Switches 40 that terminate the various ISPs 
within a Data Center. 

[0029] FIG. 3 shows Subnet 50 within the framework of 
a network topology of an individual ISP. When only a subset 
of ISPs within a given Data Center subscribes to the services 
available via Subnet 50, Terminating Switches 40 serve as 
cross-connect points between the core backbone (e.g., Inter 
net) Gateway Routers and Subnet 50. As illustrated in FIG. 
3, ISP #1 subscribes, while ISP #2 does not subscribe. 

[0030] The network architecture of the present invention is 
generally comprised of two parts, namely Subnet 50 and an 
array of Level-3 Client Applications 25 embedded in the IP 
layer of mobile and ?xed end-user systems (e.g., data 
communication devices such as PC, PDA, PCS, etc.). Sub 
net 50 is co-located within strategic Data Centers of one or 
more backbone networks, as illustrated in FIG. 4. 

[0031] Referring now to FIG. 5, there is shown a func 
tional diagram of the architecture of Subnet 50. The topol 
ogy of Subnet 50 is a distributed architecture, comprised of 
a pair of Gateway Routers 60 and a set of MIPS 70. Gateway 
Routers 60 perform the control functions within each IP 
Datagram, while MIPS 70 operate exclusively on Data 
streams within the IP Datagram. Subnet 50 decouples data 
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streams (data portion) from control streams (header portion), 
which allows for dynamic aggregations of control and data 
stream support. Decoupling further allows for dynamic load 
balancing, whereby a Subnet, if a Gateway is overloaded or 
out of service due to maintenance, upgrade, or failure, can 
divert the IP datagrams to another Gateway Router 60. If a 
MIPS is overloaded, the data streams (i.e., content) may be 
diverted to other MIPS, based on message exchange over the 
e-IP control link. This provides the ability to essentially hot 
swap servers. Upon service component failure, there may be 
a service degradation due to stream diversion, but there will 
be no denial of service. 

[0032] Since MIPS 70 operates on datagrams, the over 
heads associated with packet reassembly and disassembly 
are eliminated. The ?exible architecture of Subnet 50 
increases fault tolerance and reliability characteristics, as 
well as provides a scaleable solution. Furthermore, because 
access to Subnet 50 is controlled by Gateway Routers 60 via 
standard interior Gateway Protocols designed for peer-to 
peer router communications, Subnet 50 provides for seam 
less integration in any IP network. 

[0033] Gateway Router 60 is an IP-level router that has the 
capability of conforming to speci?c Internet protocols, such 
as IP, ICMP, etc. It interfaces with other packet networks and 
implements standard functions required by the connected 
networks, such as responding to network ?ow control, 
sending and receiving IP datagrams up to the maximum siZe 
supported by that network, and receiving and forwarding 
Internet datagrams. 

[0034] Management of datagrams: Connections Initiated 
by External Entities 

[0035] Remote End User Systems gain access to the 
network via dedicated connections or dial-up to a Point of 
Presence (POP) for an Internet Service Provider (ISP). 
When the client Customer Premises Equipment dials into the 
ISP, the user is authenticated by the Remote or Network 
Access Server and assigned a unique IP address. In the case 
of certain End Users (e.g., Mobile End-User Systems) with 
static IP addresses and possible International Mobile Iden 
ti?cation Numbers (IMSI), the user is simply authenticated. 
The IP address has two primary components, the Network 
Number (Net ID) and the Host Number (Host ID). The Net 
ID identi?es the controlling organiZation (e.g., AOL, Core 
Com, Earth Link, etc.) and the Host ID identi?es the 
particular connection within the authority of the organiZa 
tion. Each subscribing ISP provides a set of valid Net IDs to 
a Subnet network administrator. The Net IDs may be option 
ally con?gured/provisioned in Gateway Routers 60 to 
dynamically screen and control access to the Subnet. 

[0036] Referring now to FIGS. 6A and 6B, when a 
connection is initiated by external entities running Level-3 
client application 25, the Source Address of the external 
entity is embedded in the IP header as shown in Table 1A for 
IPv4, and Tables 1B and 1C for IPv6. The Net ID of the 
Source Address must be checked (i.e., validated) before 
performing any further functions on a datagram. If the 
Destination Address identi?es a Subnet Gateway IP address, 
then the datagram is processed by using the Net ID to assign 
priorities and/or control routing based on ISP or Backbone 
Service Provider. Otherwise, the datagram is forwarded to 
the next hop. After priorities or control routing is assigned, 
the Options Field is decoded to determine the “Stream 
Identi?er” (SI) and subsequently take appropriate actions 
based on the value settings. 
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TABLE 1A 

0 1 2 3 

Version] IHL [Type of Service Total Length 
Identification Flags] Fragment Offset 
TI‘L I Protocol Header Checksum 
Source Address 

Destination Address 

Type Options Padding 

[0037] 

TABLE 1B 

O 1 2 3 

Version] Traffic ClassIFlow Label 
Payload Length Next Header Hop Limit 

(encoded as 60) 
Source Address 

Destination Address 

[0038] 

TABLE 1C 

0 1 2 3 

Next Header Start of Options Field 
Header Extension 

Length 
Options (continued) 

[0039] Management of Datagrams: Connections Estab 
lished by the Gateway to the MIPS 

[0040] When Gateway Router 60 receives a valid request, 
it forwards the Level-3 Client initiated IP datagram to the 
appropriate MIPS 70 (e.g., the HTTP MIPS), based on the 
supported protocol between the Level-3 Client 25 and 
Gateway Router 60. The designated MIPS performs decryp 
tion, encryption, decompression or compression, as 
required. 

[0041] In accordance with a preferred embodiment of the 
present invention, Level-3 Client 25 may encrypt data being 
transmitted to Subnet 50. The encrypted data is decrypted by 
MIPS 70. Similarly, data transmitted from Subnet 50 to 
Level-3 Client 25 may be encrypted by MIPS 70. In such 
cases, Level-3 Client 25 decrypts the received data. As will 
be readily appreciated, encryption of data provides 
improved security. An encryption algorithm may be selected 
to provide the desired level of security. Encrypted data may 
be transferred between Subnet 50 and the destination site, if 
the destination site has been adapted to encrypt/decrypt data. 

[0042] Furthermore, in order to save bandwidth and 
improve data transfer rates, Level-3 Client 25 may compress 
data being transmitted to Subnet 50. The compressed data 
may be decompressed by MIPS 70. Similarly, data trans 
mitted from Subnet 50 to Level-3 Client 25 may be com 
pressed by MIPS 70. In such cases, Level-3 Client 25 
decompresses the received data. Any suitable compression 
scheme may be used in connection with the present inven 
tion. Furthermore, compressed data may be transferred 
between Subnet 50 and the destination site, if the destination 
site has been adapted to compress/decompress data. 
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[0043] When Gateway Router 60 receives the response 
from MIPS 70, it checks the SI Data Channel Field. If the 
?eld has a value for uncompressed data, it de?nes a logical 
association, Which speci?es the virtual connection betWeen 
Client 25 (Source Address and Channel ID), the Designated 
MIPS and the Destination Host Server. OtherWise, GateWay 
Router 60 forWards the datagram to the Level-3 Client 25. 
When GateWay Router 60 receives the Destination Host 
Server response, it sets the Destination Address in the IP 
Header to the Client IP Address, and the SI Data Channel 
?eld to the Channel ID, then forWards the IP datagram to the 
Designated MIPS 70 for compression and encryption. 

[0044] Management of Datagrams: Connections Estab 
lished by the GateWay to External Entities (Destination Host 
Sites) 
[0045] After de?ning logical associations, Which specify 
the virtual connections betWeen the Client 25 (Source 
Address and Channel ID), the Designated MIPS and the 
Destination Host Server, GateWay Router 60 forWards the 
uncompressed IP datagram to the Destination Host Server, 
only if the datagram is not cached Within Subnet 50. In this 
regard, it should be understood that datagrams may be 
cached at MIPS 70 (preferably compressed), in order to 
reduce data processing time. Moreover, each MIPS 70 could 
be used to store different types of data (i.e., separate reposi 
tories). 
[0046] Managed IP Servers (MIPS) 
[0047] As indicated above, Subnet 50 includes a distrib 
uted array of tWo or more routers, referred to as MIPS 70. 
The basic functions of MIPS 70 are to provide encryption, 
decryption, compression and decompression of IP data 
grams. MIPS 70 operate at the IP layer. Access to MIPS 70 
is controlled by GateWay Routers 60, and therefore MIPS IP 
addresses are not advertised outside Subnet 50. 

[0048] When a MIPS 70 receives an IP datagram, it checks 
the Stream Identi?er (SI) in the IP Options ?eld. If the SI 
Type is set to a pre-determined value and the SI Channel ID 
is set to Octet value Zero, MIPS 70 decrypts the data stream, 
re-sets the IP Destination Address to the Destination Host 
Server IP address, and sets the SI Content ?eld to the 
expected Content Type ID, Wherein GateWay Router 60 then 
uses the SI Channel ID to identify Designated MIPS. MIPS 
70 also sets the Source IP address to the GateWay Address, 
and populates the Destination Host Server address. 

[0049] If the SI Type is set to a pre-determined value and 
the SI Channel ID is set to Octet value one, MIPS 70 
decrypts and uncompresses the data stream, re-sets the IP 
Destination Address to the Destination Host Server IP 
address, and sets the SI Content ?eld to the expected Content 
Type ID, Wherein the GateWay Router 60 uses the SI 
Channel ID to identify Designated MIPS. MIPS 70 also sets 
the Source IP address to the GateWay Address, and populates 
the destination address. 

[0050] If the SI Type is not set to a pre-determined value 
or if the SI Channel ID is not set to Octet value of either Zero 
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or one, MIPS 70 compresses and encrypts the data stream, 
sets the Source IP address to the GateWay Address, sets the 
SI Data Channel ?eld to Compress, only if the data is 
compressed. OtherWise, SI Data Channel ?eld is set to 
Uncompressed. 

[0051] After checking the SI in the IP Options ?eld and 
performing the appropriate functions, MIPS 70 updates its 
cache and then returns the processed datagram to GateWay 
Router 60. 

[0052] Level-3 Client Applications 

[0053] Level-3 Client Applications 25 reside in the mobile 
and ?xed End-User Systems 20. The Level-3 Client Appli 
cation 25 may employ data compression algorithms, includ 
ing but not limited to: cellular automata transforms (CAT), 
discrete cosine transform, Wavelets, fractal image compres 
sion, Huffman coding, arithmetic coding and dictionary 
techniques (e.g., LZ77 and LZ78), for compression/decom 
pression of IP datagrams. Level-3 Client Application 25 
populates the Stream Identi?er (SI) in the Options Field of 
the IP Header. The speci?cations for the SI are described in 
Tables 2 - 4. Since Level-3 Client Application 25 provides 
support to Application Layer Services (e.g., BroWsers, FTP 
and other Applications), it is recommended that the func 
tionality of existing Client Application Layer Service be 
moved to the netWork access (IP/data link) layer. Such a 
move is consistent With the fundamental philosophy of 
layered architecture (e.g. OSI) and provides for elimination 
of overheads associated With utiliZation of API, support for 
multiple sessions, faster data throughput, and more ef?cient 
support for the Application Layer Services. 

[0054] The Stream Identi?er (SI) 

[0055] The SI is a protocol, Which is designed to identify 
certain characteristics of the data streams that are trans 
ported betWeen level-3 Client Application 25, the GateWay 
Routers 60, and MIPS 70. The SI is embedded in the Options 
?eld of the IP header. Table 2 illustrates the four components 
of the SI. 

TABLE 2 

Data 
Type Length (= 4) Channel Content Type 

[0056] Referring to Table 2, the ?rst octet is the Type ?eld, 
Which is used to identify data streams initiated by Level-3 
Client Applications 25. The second octet is the Length ?eld, 
Which is used to specify the number of octets in the SI. The 
third octet is the Data Channel ?eld, Which is used to specify 
Whether data is compressed, uncompressed or Whether the 
Channel ID is associated With a compression algorithm. The 
fourth octet is the Content ?eld, Which is used to specify the 
data content type. 

TABLE 3 

Uncompressed Data Stream Compressed Data Stream Channel ID 

0 O O O O O O O O O O 1 n,Wheren>1 
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[0057] 

TABLE 4 

Content Type Content ID 

HITP O O O O O O O 1 
HTML 0 O O O O O 1 O 
GIF O O O O O 1 O 0 
JPEG O O O O 1 O O O 
PNG O O O 1 O O O O 
EMF 0 O 1 O O O O O 
PPT 1 O O O O O O 0 
Word 0 O O O O O 1 1 
XLS O O O O O 1 1 1 

[0058] Referring now to Table 3, the proposed SI Data 
Channel Optional values are speci?ed. Table 4 represents 
proposed IDs for sample content types. The list will be 
extended to accommodate different compression schemes as 
they are made available in the future. Table 5 provides a 
summary of various SI protocol scenarios. 
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(e.g., Destination Host Sites), and several content type pages 
from one or more Host addresses destined to one or more 

Application Layer Service Process. Several content type 
pages are usually required for loading a single Destination 
Host page. For example, a browser may initiate three 
Requests to three different Destination Host Sites. The 
division multiplexing scheme is used to multiplex the three 
Requests by assigning a channel number to each Request. 
Latency is reduced by concatenating the browser requests, 
and opening only one network connection for multiple 
browser requests. In accordance with a preferred embodi 
ment of the present invention, data transferred between 
Level-3 Client 25 and Subnet 50 may be compressed and 
encrypted. 
[0061] Referring now to FIG. 8A, a schematic illustration 
of the message ?ows for the division multiplexing scheme 
are provided. FIG. 8B provides a schematic illustration of 
the trailing message ?ows with no multiplexing. When one 
or more Application Service Layer Process (e.g., Browsers) 
initiate multiple Requests to multiple Host Addresses, the 

TABLE 5 

Field Scenario 

Name Set By Event Action Comments 

Type Level-3 Level-3 sends Flag to identify 
Client Packets to MIPS, datagrams 
Application via Gateway; 
and Gateway forwards 
Gateway Destination Host 

response to MIPS 
Length Level-3 Send Packets to Used by MIPS to 

MIPS, via Gateway determine the size of the 
Options Field 

Length MIPS Send datagrams to Used by Level-3 to 
Level-3, via determine the size of the 
Gateway Options Field 

Data Level-3 and Used to distinguish MIPS will uncompress 
Channel MIPS between compress the data if the data 

and uncompress channel ?eld is set to 
data when Level-3 compress. 
and MIPS send 
messages to each Level-3 will decompress 
other via the the data if the data 
Gateway Channel ?eld is set to 

compress 
Data MIPS Used to specify the Gateway maintains a The Content 
Channel Level-3 Client virtual channel, which ID and the 

channel number correlates the Level-3 Channel ID 
when the MIPS Client, the Channel are 
initiates a number and Destination speci?ed at 
Destination Host Host address the same 
request via the time 
Gateway 

Content MIPS When initiating Gateway maintains a 
Destination Host 
request, via 
Gateway, to identify 
Designated MIPS 
for processing 
Destination Host 
response 

virtual channel, which 
correlates the Level-3 
Client, the Channel 
number, Destination Host 
address and the 
Designated MIPS 

[0059] Division Multiplexing 

[0060] Referring now to FIG. 7, an illustration for the 
division multiplexing scheme is provided. The division 
multiplexing scheme includes a Multiple Application Layer 
Service Requests destined to one or more Host Addresses 

Level-3 Client Application assigns unique channel number 
to each request. The Level-3 Client Application combines 
the Requests and the associated channel numbers into a 
block of information. It encrypts the information block and 
then uses a data compression algorithm (e.g., Cellular 
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Automata Transforms) to compress the information block at 
a given Quality “Q”, thereby reducing the number of bits to 
be transmitted. The compressed block is transmitted over a 
single TCP/IP connection via any Wireless (e.g., CDPD, 
CDMA, or the like) or Wire-line netWork to GateWay Router 
60. The information block is conceptually divided into 
multiple segments. The structure of each block segment is 
illustrated in Table 6. 

TABLE 6 

Channel ID Number of bytes Expected Content ID Data 

[0062] After receiving the compressed block, GateWay 
Router 60 forWards the information to the appropriate MIPS 
70 (e.g., HTTP) for decryption, decompression and de 
multipleXing. MIPS 70 preferably employs an Enhanced IP 
(e-IP) protocol to initiate individual requests, via GateWay 
Router 60, to the different Destination Hosts. The e-IP 
speci?es the “designated” MIPS for processing the eXpected 
content type from the Destination Host. If the content type 
is already cached Within Subnet 50, GateWay Router 60 
retrieves the compressed and encrypted content from the 
designated MIPS, instead of initiating a request to a remote 
Destination Host. The Subnet GateWay Router 60 maintains 
a virtual connection, Which correlates the Level-3 Client IP 
Address With the corresponding Destination Host and the 
designated MIPS. Upon receipt of each Destination Host 
response, GateWay Router 60 forWards the contents to the 
respective MIPS 70 based on the individual virtual connec 
tions. Each MIPS 70 completes the ?nal processing, and 
employs the e-IP protocol to initiate a response, via the 
Subnet GateWay Router 60 to the Level-3 Client Applica 
tion. The ?nal processing may include Cellular Automata 
Transform and/or other encryption engines, and caching of 
compressed content types. Level-3 Client Application 25 
decrypts and decompresses each response and employs the 
Channel number to forWard individual responses to the 
Application Service Layer Processes. 

[0063] Operation of data communications system 10, in 
accordance With a preferred embodiment of the present 
invention, Will noW be summariZed With reference to FIGS. 
1, 6A and 6B. An eXemplary data eXchange Will be described 
With reference to the steps shoWn in FIGS. 6A and 6B. 

[0064] STEP a: In the case of an HTTP request (i.e., a 
datagram including header and data ?elds) being initiated by 
a communication device 20, client application 25 associated 
With the communication device 20 Will intercept the HTTP 
request and change the destination address in the header 
from the original destination address (e.g., WWW.NEWS 
.com) to the destination address of the appropriate GateWay 
Router 60 of Subnet 50. In this manner, the destination of the 
HTTP request is redirected to Subnet 50. The original 
destination address is retained in a data ?eld of the HTTP 
request. 
[0065] STEP b: The modi?ed HTTP request is then trans 
mitted to Subnet 50 via Wireless SP or Wireline SP and 
Internet service provider 30. The appropriate GateWay 
Router 60 Will validate the “net id” of the source address to 
determine Whether the source communication device is 
alloWed access to Subnet 50. 

[0066] Step c: If access is alloWed, the HTTP request is 
routed to the appropriate MIPS 70. 
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[0067] Step d: The appropriate MIPS 70 Will retrieve the 
original destination address from the data ?eld and return it 
to the header ?eld, and Will set the source address to the 
address of the appropriate GateWay Router 60. It should be 
understood that MIPS 70 Will determine Whether the 
received datagram is compressed, uncompressed, encrypted, 
or decrypted, and operate accordingly. 

[0068] STEP e: The processed datagram is returned to the 
GateWay Router 60. 

[0069] STEP f: If it is determined that the MIPS 70 has 
cached the requested data, then the compressed datagram 
(e.g., compressed data from the desired Website) is retrieved 
from the cache and returned to the original source IP address 
(i.e., client application 25). 
[0070] STEPS g, h, i, and j are skipped. 

[0071] STEP g: If the MIPS 70 has not cached the 
requested data, then the processed datagram is forWarded by 
the GateWay Router 60 to the destination address. 

[0072] STEP h: The destination site Will respond to the 
datagram, and set the destination address to the GateWay IP 
address and set the source address to its site address. 

[0073] STEP i: The destination response is sent to the 
identi?ed GateWay Router 60. 

[0074] STEP j: GateWay Router 60 sets the destination 
address to the Level-3 Client Application address. 

[0075] STEP k: GateWay Router 60 forWards the datagram 
to the appropriate MIPS 70. 

[0076] STEP 1: MIPS 70 determines Whether to uncom 
press and/or decrypt the data, or alternatively, to compress 
and/or encrypt the data. The source address is set to the 
address of the GateWay Router 60. 

[0077] STEP m: The response datagram is returned from 
MIPS 70 to GateWay Router 60. 

[0078] STEP n: GateWay Router 60 forWards the response 
datagram to the Level-3 Client Application to complete the 
process. The Level-3 Client Application uncompresses/de 
crypts any compressed/encrypted data and sends it to a 
broWser for display. 

[0079] It should be appreciated that in one alternative 
embodiment of the present invention, GateWay Router 60 
and MIPS 70 could be used to retrieve actual data from a 
destination site (Without involving client application 25), in 
such cases Where an HTTP request retrieves URLs pointing 
to actual data, rather than the actual data itself. Moreover, 
GateWay Router 60 could send an “in progress” message 
(e.g., 1 bit) to the Level-3 client application indicative of this 
processing. 

[0080] As indicated above, the present invention provides 
a data communication system Which alloWs for implemen 
tation of neW and enhanced optimiZed IP content-based 
services across a computer netWork. For instance, data 
communication device 20 may include a data input device 
for inputting video, image (e.g., a digital camera), and audio 
data. For eXample, image data may be transferred from the 
data communication device (preferably compressed) to sub 
net 50, for storage at a designated MIPS 70. This image data 
is then made available for later retrieval. In this manner, 
MIPS 70 can be used as a repository for video, image, audio 
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and streaming data, and can transfer such data at the IP layer. 
Other examples include (but are not limited to): mobile and 
?xed data access and retrieval, electronic banking and 
?nancial services, digital data libraries, seamless access to 
Internet services, and seamless access to Private network 
services. 

[0081] The present invention has been described With 
reference to a preferred embodiment. Obviously, modi?ca 
tions and alterations Will occur to others upon a reading and 
understanding of this speci?cation. It is intended that all 
such modi?cations and alterations be included insofar as 
they come Within the scope of the appended claims or the 
equivalents thereof. 

Having thus described the invention, it is noW claimed: 
1. A data communication system comprising: 

at least one data communication device, each data com 
munication device having a client application; 

a subnet comprised of: 

at least one managed IP server for providing data to 
said at least one data communication device; and 

at least one gateWay router for receiving data into the 
subnet, transmitting data out of the subnet, and 
distributing data to said at least one managed IP 
server, 

Wherein said client application redirects data to said 
subnet. 

2. A data communication system according to claim 1, 
Wherein said at least one managed IP server processes data 
at an IP layer. 

3. A data communication system according to claim 1, 
Wherein said data is a datagram. 

4. A data communication system according to claim 3, 
Wherein each of said at least one managed IP servers is 
specialiZed for operating on different types of datagrams. 

5. A data communication system according to claim 4, 
Wherein said different types of datagrams including at least 
one of HTTP, HTML, JPEG and GIF. 

6. A data communication system according to claim 1, 
Wherein said at least one managed IP server includes a cache 
for storing data. 

7. A data communication system according to claim 1, 
Wherein said data transmitted betWeen said at least one data 
communication device and said subnet is compressed. 

8. A data communication system according to claim 1, 
Wherein said data transmitted betWeen said at least one data 
communication device and said subnet is encrypted. 

9. A data communication system according to claim 1, 
Wherein said at least one managed IP server obtains data 
from a destination host site, and subsequently transfers the 
data obtained from the destination host site to said at least 
one data communication device. 

10. A method of accessing data in a data communication 
system including: at least one data communication device, 
each data communication device having a client application; 
a subnet comprised of: at least one managed IP server for 
providing data to said at least one data communication 
device; and at least one gateWay router for receiving data 
into the subnet, transmitting data out of the subnet, and 
distributing data to said at least one managed IP server, 
Wherein said client application redirects data to said subnet, 
said method comprising the steps of: 

Dec. 26, 2002 

intercepting a request for data by the data communication 
device at the client application; 

transmitting the request for data from the client applica 
tion to the subnet; 

receiving the request for data at one of said at least one 
gateWay routers; 

directing the request for data to one of said at least one 
managed IP servers, Wherein the managed IP server 
obtains requested data in response to the request for 
data; and 

transmitting the requested data from the managed IP 
server to the client application. 

11. A method according to claim 10, Wherein said man 
aged IP server obtains the requested data from at least one 
destination host site. 

12. A method according to claim 10, Wherein said man 
aged IP server obtains the requested data from an associated 
cache. 

13. Amethod according to claim 10, Wherein said at least 
one managed IP servers processes data at an IP layer. 

14. A method according to claim 10, Wherein said data is 
a datagram. 

15. A method according to claim 10, Wherein said data 
transmitted betWeen said at least one data communication 
device and said subnet is compressed. 

16. A method according to claim 10, Wherein said data 
transmitted betWeen said at least one data communication 
device and said subnet is encrypted. 

17. A method according to claim 10, Wherein said request 
for data includes a header portion and a data portion, said 
gateWay router decoupling the data portion from the header 
portion. 

18. A method for processing multiple requests for data 
from multiple host destination sites, the method comprising: 

intercepting, at a client application, multiple requests for 
data from multiple host destination sites and respec 
tively assigning an associated channel number to each 
request, said multiple requests initiated by application 
service layer processes; 

combining the multiple requests and the associated chan 
nel numbers into a data block; 

transmitting the data block to a gateWay router, Wherein 
said gateWay router forWards the data block to a 
managed IP server; 

individually initiating the multiple requests for data at the 
managed IP server via the gateWay router; 

receiving the requested data at the managed IP server and 
forWarding the requested data to the client application; 
and 

forWarding the requested data from the client application 
to the application service layer processes using the 
associated channel numbers. 

19. A method according to claim 18, Wherein said 
requested data is retrieved by said managed IP server from 
one or more host destination sites. 

20. A method according to claim 18, Wherein said 
requested data is retrieved by said managed IP server from 
a cache associated With the managed IP server. 

* * * * * 


