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Abstract

This study shows how artificial neural networks can be used to model consumer choice. Our study focuses on two key issues in neural network modeling — model building and feature selection. Using the cross-validation approach, we address these two issues together and specifically examine the effectiveness of a backward feature selection algorithm for consumer situational choices of communication modes. Results indicate that the proposed heuristic for feature selection is robust with respect to validation sample variation. In fact, the feature selection approach produces the same best subset of features as the all-possible-subset approach.

© 2007 Elsevier B.V. All rights reserved.

Keywords: Consumer choices; Neural network; Feature selection; Model building; Prediction risk

1. Introduction

Understanding consumer choice is crucial to effective marketing management. Previous studies have shown that consumer choice is a function of consumer demographics, psychographics, the consumption motives and goals [4,20], and the specific consumption situational context [32]. Accurate information on the relative importance of these variables makes it possible for firms to price and promote their products and services more effectively.

Logit models are traditionally used for predicting consumer choices [7,31]. These models are useful for understanding and predicting brand choice behavior and examining the effects of marketing mix and demographic variables on consumers’ choice of products. The limitation of this model, however, is the essentially linear form of the utility function that is used to calculate the probability or odds-ratio of making a specific choice. Although nonlinear terms such as interactions could be added into the model, the inclusion of such terms requires knowledge of the underlying structure of the utility function.

Artificial neural networks are a promising modeling tool to overcome the above-mentioned limitation of logit model as well as other linear parametric models used in modeling consumer choices. Neural networks belong to a class of flexible nonparametric, nonlinear regression models that do not impose a priori restrictions on the type of relationship to be modeled. Rather, the relationship is
Neural networks have enjoyed increasing popularity and have been applied to a large number of business problems. For example, Hansen and Nelson [18] use neural networks and traditional time series methods to forecast state tax revenues. Dhar and Chou [13] compare a number of nonlinear methods for predicting earnings surprise and returns. In marketing, we have found applications of neural networks in market share forecasting [2], market response prediction [11,39], customer targeting [26], repeat purchase purchasing modeling in direct marketing [5], market segmentation [24,28,40], and consumer brand choice modeling [6,41].

As West et al. [41] point out in modeling consumer choice with neural networks, marketing researchers typically treat neural network models as a black box. It is well known that neural network models are highly dependent upon the model architecture — number of hidden layers, hidden nodes and arcs. Since the power of neural network models has not been fully appreciated by most marketing researchers, these models have made very limited inroads into the standard toolbox of the researchers. The hesitation on the part of marketing researchers is also due to their limited understanding of how neural networks can be used for feature selection. Most neural network applications in consumer choice models rely on logistic models for variable/feature selection before subjecting the reduced set of features to neural network models for prediction purposes. For example, Kim [25] uses the SAS logistic regression procedure with forward variable selection to select the subset of variables that are further fed into a neural network model. This approach may cause potential biases as the selection procedure is based on the predetermined structured model rather than a more general and flexible neural network model.

In this paper, we present a case study on neural network model building for consumer situational choice for long distance communication. Building a successful model that relates important consumer characteristics such as demographic and situational factors to their choice among various modes of communication is a valuable exercise to telecommunication companies. The model can help focus their effort in planning, advertising, and target marketing and thus enhance a company’s competitive position. In the process, we highlight the critical issues in building neural networks:

- Model selection: determining an appropriate architecture (number of hidden nodes) for the neural network. Selection of an appropriate model is a non-trivial task. One must balance model bias (accuracy) and model variance (consistency). A more complex model tends to offer smaller bias but greater variance. Among neural networks, a larger network tends to fit a training data set better but may perform poorly when it is applied to new data. A more detailed discussion will be presented in Section 2.1.

- Feature selection: determining an appropriate feature subset from all candidate features. As all modeling efforts should strive to achieve parsimony, the goal here is to build a model with the fewest number of independent variables yet producing equal or comparable predictive power as larger models. For neural networks, as statistical parameter or model testing is difficult to apply, more computational intensive methods must be employed to determine the variables that should be included in a model.

Although these issues are well known, they are often overlooked in many neural network application studies. In addition, these issues, particularly feature selection, have not been systematically examined in the literature pertaining to marketing applications. Unlike many other applications that separate feature selection and model selection, in this paper, we treat both as integral parts of the model building process. In other words, we propose a disciplined approach in applying neural networks for consumer choice modeling. We believe that the systematic modeling approach proposed in this paper can be used in other marketing applications. Another contribution of this study is to formally validate our heuristic feature selection procedure. We show that the backward selection method is equivalent to the all-possible-subset approach in identifying the best subset of feature variables, and therefore is computationally efficient and effective for practical uses.

The rest of the paper is organized as follows. In the next section, we provide theoretical results of model selection and survey the literature on feature selection. Then in Section 3, we describe our research design and data. Results are presented in Section 4. Finally, Section 5 provides concluding remarks.

2. Model and feature selection

2.1. Model selection

Model selection addresses the issue of what is the appropriate neural network model for a given sample. Theoretically, model selection is based on the trade-off between model bias and model variance [16]. The bias
of a model relates to the predictive accuracy of the model, whereas variance refers to the variability in the predictions. A model with low bias – by having many hidden nodes, for example – tends to have high variance. On the other hand, a model with low variance tends to have high bias.

While ideally we would like to have a model with both low bias and low variance, it is practically difficult to achieve these at the same time for a given data set. A model that is less dependent on the data tends to have low variance but high bias if the pre-specified model is incorrect. On the other hand, a model that fits the data well tends to have low bias but high variance when applied to different data sets. Hence a good predictive model should have an “appropriate” balance between model bias and model variance.

As a model-free approach to data analysis, neural networks often tend to fit the training data well and thus have low bias. But the price to pay is the potential overfitting effect that causes high variance. Dietterich and Kong [14] point out in the machine-learning context that the variance is a more important factor than the bias in poor prediction performance. Friedman [15] finds that for classification, neural networks provide unstable predictions in that small changes in the training sample could cause large variations in the test results. Much attention has been paid to the overfitting problem in the literature with a majority of research devoted to methods of reducing the overfitting effect. For a review of the methods as well as some other related issues, see [8].

Thus, in practical modeling applications, we strive to select the smallest neural network model that learns well the underlying relationships in the data. A well-trained parsimonious model should theoretically generalize better to new data than an overfitted model that memorizes all the details of the training data. One popular way to determine model generalizability is to use the cross-validation approach with data divided into two major portions of in-sample and out-of-sample. The in-sample data are used for parameter estimation and model selection and then the selected model is further tested on the out-of-sample. If performance of out-of-sample is similar to that of in-sample, then the model can be considered to have learned and generalized well. Adya and Collopy [1] further point out that a useful prediction model must be verified on both generalization and stability, which are especially important for powerful model like neural networks. Stability is the consistency of results, during the validation phase, with different samples of data. In fact, both generalizability and stability are issues that are more related to model variance. Thus, our goal in model building and selection is to find a small network that is well trained and has good generalizability and stability.

2.2. Feature selection

Feature selection is an important component of model building. The issue of feature selection is also closely related to the bias-variance or learning-generalization trade-off discussed above. The objective of feature selection is to identify a small number of features that contribute the most to model learning. Therefore, feature selection is an effective approach to dealing with dimensionality reduction that is the key to reduced overfitting effect and improved predictive performance. In general, for predictive model building purposes, the principle of parsimony should always be followed. It is necessary and desirable to have a small number of input features in order to develop a good predictive and less computationally intensive model.

The literature contains numerous studies on feature selection. Statistical feature selection approaches are widely available, but they are not directly applicable to neural networks since most of these statistical methods assume linearity and normality in the correlation structure. On the other hand, neural network-based approaches are mostly heuristic in nature. Some methods are based on ideas borrowed from their statistical counterparts while others are focused on the neural network architecture to support the removal or addition of features.

Since exhaustive search through all possible subsets of feature variables is often computationally prohibitive, most of the feature selection methods use stepwise search algorithms such as forward addition and backward elimination approaches similar to those commonly used in linear statistical modeling. The forward addition approach successively adds one variable at a time, starting with one variable, until no attractive candidate remains. The backward elimination approach starts with all variables in the model and successively eliminates one at a time until only the “good” ones are left. Most of the feature selection algorithms in neural network research are based on the backward sequential method. For example, [9, 17, 21, 34, 36–38] describe different backward elimination algorithms. It is important to note that most feature selection algorithms rely on some type of saliency measures that are used to assess a feature’s relative importance. Numerous saliency measures are proposed but none of them is universally accepted in the literature. Steppe and Bauer [37] presents a comprehensive survey of various feature saliency measures used in neural networks. They
summarize all measures into two categories: measures of relative changes in either neural network outputs or neural network’s probability of error and measures of relative size of weight vector emanating from each feature.

Almost all feature selection criteria and search algorithms in neural networks are heuristics, and statistical tests are usually not valid to justify the removal or addition of a feature. Hence their performance may not be consistent and robust in practical applications. Recent comparative studies [12,27,37] on feature saliency measures and search methods suggest that none of the available feature selection approaches is universally the best for all types of problems. Thus, developing and evaluating more effective methods remains an area of interest for researchers in pattern classification and other related areas.

3. Research design

3.1. Data and cross-validation experiment

The American Telephone and Telegraph Company (AT&T) maintained a residential consumer diary panel to study the consumer choice behavior in selecting long distance communication modes over time [30]. The company embarked on a major research effort to understand the effect of situational influences on consumer choices of communication modes. It is envisioned that the usage of long distance phone calling is largely situational since the service is readily available within a household and is relatively inexpensive. A demographically proportional national sample of 3990 heads of households participated in the study over a twelve-month period in early 1980s. The sample was balanced with respect to income, marital status, age, gender, population density and geographic region. Each participant has to record the specifics on a weekly basis of one long distance (50 miles or more) communication situation.

The communication modes being reported are of three types, long distance telephone calling (LD), letter or card writing. Since long distance telephone calling is verbal and the other two are non-verbal, letter and card in this study are combined into one category. The dependent variable, COMMTYPE, is coded as ‘1’ for LD and ‘0’ for ‘letter and card’.

In a pre-diary survey, each respondent was asked to provide information on the usage rate of LD (MEANCALL) and written communications (MEANLET) in a typical month. Each diarist also provided information on five communication situation related variables for a specific communication that has taken place in a diary week. The selection of these factors is based on research findings in [22,30]. These input variables will be treated as initial feature variables in our modeling effort. The seven variables are presented as follows:

1. MEANLET: Average number of cards and letters combined in a typical month;
2. MEANCALL: Average number of calls in a typical month;
3. TYCALL: the nature of the communication decision, whether it is ‘impulse’ (coded as ‘0’) or ‘planned’ (coded as ‘1’);
4. REASON: Reason for communication, ‘ordinary’ (coded as ‘1’) or ‘emergency’ (coded as ‘0’);
5. RECEIVER: Receivers of the communication, ‘relatives’ (coded as ‘1’) or ‘friends’ (coded as ‘0’);
6. NUMCALL: Total number of LD calls made and received in a particular week, and
7. NUMLET: Total number of letters/cards sent and received in a particular week.

In the rest of the paper, these variables will be referred as variable 1 through variable 7.

As detailed in the following sections, we propose a backward-elimination procedure for feature selection. An experiment was conducted to evaluate our procedure, and it consisted of training neural networks with all possible combinations of the feature variables and computing the prediction risks of each trained network. Results from the backward elimination procedure were then compared with those from all possible combinations.

A random sample of 3377 communication situations is drawn from the weekly diary database, where 1595 (47.23%) and 1782 (52.77%) witnessed communications. The entire sample of situations is from a total of 2111 diarists. The maximum number of situations is eight per diarist. Of these 3377 observations, we randomly pick 1535 observations as training data and the remaining 1842 as validation data. To measure the robustness of the backward elimination procedure, the validation sample is randomly subdivided into 3 sets of equal size with set 1 composed of 286 LDs and 328 written cases; set 2 of 278 LDs and 336 written cases, and set 3 of 299 LDs and 315 written cases. The proportion of LD/ Written is not necessarily the same in each validation sample. This cross-validation scheme will provide useful information on how sensitive model selection is with respect to the validation samples. Table 1 shows the means and standard deviations of variables used in our study. Across the three validation samples the statistics are generally similar.
3.2. Neural networks

Neural networks are computing models for pattern recognition and pattern classification. They learn from examples or experiences and are particularly noted for their flexible nonlinear function mapping ability. A neural network is a layered computing system of interconnected nodes that performs functional mapping from input layer to output layer. It is characterized by the network configuration such as number of layers, connections among the nodes, as well as the linking functions between layers. In this study, we employ feedforward networks with one hidden layer. For more information about the basic ideas and issues of neural networks for classification, readers are referred to[8].

Let \( \mathbf{x} = (x_1, x_2, \ldots, x_m) \) be a vector of \( m \) input variables, \( Y \) be the output from the network, and \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \) be the matrices of linking weights from input to hidden layer and from hidden to output layer, respectively. Then a three-layer neural network is a nonlinear model of the form

\[
Y = f_2(\mathbf{w}_2 f_1(\mathbf{w}_1 \mathbf{x})),
\]

where \( f_1 \) and \( f_2 \) are the transfer functions for the hidden nodes and output nodes respectively. The most popular choice for \( f_1 \) and \( f_2 \) is the sigmoid (logistic) function given by

\[
f(z) = (1 + e^{-z})^{-1}
\]

It has been shown that this type of simple structured network can approximate any type of nonlinear functions. In addition, the output from the neural network will be an unbiased estimate of the posterior probability \( P(Y=1|\mathbf{x}) \) which plays an important role in the Bayesian classification theory.

In a classification problem, determining the neural network architecture is equivalent to specifying the number of hidden nodes. The number of input nodes is equal to the number of predictor variables in the data set. In this study, all networks have one output node, since there is one target variable \( \text{COMMTYPE} \), and one hidden layer with \( h \) hidden nodes. There are arcs directly connecting each input node to both the output node and the hidden nodes. In addition, each hidden node has a scalar. For the purpose of model selection, the number of hidden nodes \( h \) varies from 0 to 7. Typically, the size of a neural network refers to its number of parameters (i.e., the number of arc weights and node biases). Given that we are concentrating on networks of one layer, the size of a network is directly related to the number of hidden nodes.

We use a self-developed neural network program written in C. Neural network training is based on an algorithm[3] which starts with a network with zero hidden nodes and assigns the initial parameter values found in linear regression as the starting values of the arc weights. Then a hidden node is added. The weights of the arcs in the previous network are used as starting weights. The starting weights for the new arcs are determined by a scheme designed to maximize the reduction in the sum of squared errors (SSE). This algorithm employs the second-order (the limited-memory quasi Newton) method to solve the nonlinear optimization problem and is quite robust as shown in the experiments by Ahn[3].

The methods to determine the appropriate network architecture can be summarized as follows.

1. Eliminating arcs whose weights are small or insignificant. For example, [10] constructs an approximate confidence interval for each weight, and if it contains zero, then the arc is eliminated.
2. Eliminating arcs whose saliency measure is small. Saliency is typically based on the partial derivative of the SSE with respect to the arc. Methods differ in the

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Variable means and standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Training</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>COMMTYPE</td>
<td>.48</td>
</tr>
<tr>
<td>MEANLET</td>
<td>6.54</td>
</tr>
<tr>
<td>MEANCALL</td>
<td>4.16</td>
</tr>
<tr>
<td>TYCALL</td>
<td>.33</td>
</tr>
<tr>
<td>REASON</td>
<td>.84</td>
</tr>
<tr>
<td>RECEIVER</td>
<td>.44</td>
</tr>
<tr>
<td>NUMCALL</td>
<td>1.92</td>
</tr>
<tr>
<td>NUMLET</td>
<td>3.61</td>
</tr>
</tbody>
</table>
the output of the network, and \( l \) the number of output nodes of the neural network \( M_n^h \). As the validation sets in our study are all of the same size, we use the sum of square error \( \text{SSE}(M_n^h) \) as a measure of prediction risk in our research. The procedure is detailed below:

1. Start with all \( n \) features and train a network over a range of hidden nodes; i.e., \( h = 0, 1, 2, \ldots \)
2. Select the optimal hidden nodes \( h^* \) which yields the smallest sum of squared errors \( \text{SSE}(M_n^{h^*}) \).
3. Reduce the number of features by 1, and train every possible \((n-1)\) feature network with \( h^* \) hidden nodes. Let \( \text{SSE}^*(M_{n-1}^{h^*}) \) indicate the network with the smallest SSE of the \((n-1)\) networks.
4. If \( \text{SSE}(M_{n-1}^{h^*}) \leq \text{SSE}^*(M_{n}^{h^*}) \), then \( n = (n-1) \), and go to Step 3; otherwise, go to Step 5.
5. Use the features selected in Step 3, train networks over the range of hidden nodes used in Step 1 and select the optimal hidden nodes \( h^* \) again.

Although it is possible to search for the best network architecture in terms of the number of hidden nodes at each step of feature selection process, there are several reasons not to do it. First, the fixed hidden node structure allows us to determine unequivocally that the reduction of SSE is attributed to the reduction of feature variables. If different hidden nodes are used in each step of the feature selection process, it is difficult to tell whether the reduction of SSE is due to the change of feature variables or hidden nodes or the combination. Second, with fixed hidden nodes, when the number of features is reduced, the number of model parameters to be estimated also becomes smaller, resulting in more degrees of freedom and increased statistical power. Finally, using one network structure can reduce the time and effort in the modeling process significantly.

### 4. Results

To evaluate the effectiveness of the feature selection procedure, we consider all possible subsets of the seven potential feature variables identified. With all-possible-subset results, we are able to compare results from our feature selection method to those obtained from the best combination of features. In this AT&T situational choice study, we are able to consider all possible subsets due to the small number of feature variables. It will be very difficult if not impossible to experiment all possible subsets when the number of features is large.

A neural network was set up for each of the 127 possible subsets of the seven input variables. Each network was then trained using 8 different architectures (0

### 3.3 Feature selection

In this paper, we use a method for feature selection based on our measure of prediction risk, which is quite similar to that of Moody and Utans [33]. Moody and Utans’ variable elimination approach is based on sensitivity analysis under the framework of prediction risk. The prediction risk is defined as the expected performance of a model in predicting new observations and can be estimated by cross-validation method. Since the prediction risk provides a practical way to measure the performance measures in the validation sample. For example, the measure used by Moody and Utans is the mean squared error on the validation set, adjusted by the number of weights. They also compute the prediction risk by using cross-validation, which first divides a data set into \( k \) subsets and uses \( k-1 \) subsets for training and the \( k \)th subset for validation. The validation set then rotates to the first subset, and then to the second, etc. in a round-robin fashion. In this study, we use the cross-validation approach in model selection with a measure similar to that of [33]. For other methods, readers are referred to [8].

Given a trained network of \( n \) features and \( h \) hidden nodes, denoted as \( M_n^h \), the prediction risk can be estimated as the mean of squared errors (SSE) of a validation set \( V \). That is,

\[
\text{MSE}(M_n^h) = \frac{1}{|V|} \text{SSE}(M_n^h) = \frac{1}{|V|} \sum_{p=1}^{|V|} \sum_{j=1}^{l} (Y_{pj} - T_{pj})^2
\]

where \( |V| \) is the number of patterns in the validation set: \( V = (Y, T) \), where \( T \) is the matrix of target values, \( Y \) the output of the network, and \( l \) the number of output nodes of the neural network \( M_n^h \). As the validation sets in our study are all of the same size, we use the sum of square error \( \text{SSE}(M_n^h) \) as a measure of prediction risk in our research. The procedure is detailed below:

1. Start with all \( n \) features and train a network over a range of hidden nodes; i.e., \( h = 0, 1, 2, \ldots \)
2. Select the optimal hidden nodes \( h^* \) which yields the smallest sum of squared errors \( \text{SSE}(M_n^{h^*}) \).
3. Reduce the number of features by 1, and train every possible \((n-1)\) feature network with \( h^* \) hidden nodes. Let \( \text{SSE}^*(M_{n-1}^{h^*}) \) indicate the network with the smallest SSE of the \((n-1)\) networks.
4. If \( \text{SSE}(M_{n-1}^{h^*}) \leq \text{SSE}^*(M_{n}^{h^*}) \), then \( n = (n-1) \), and go to Step 3; otherwise, go to Step 5.
5. Use the features selected in Step 3, train networks over the range of hidden nodes used in Step 1 and select the optimal hidden nodes \( h^* \) again.

Although it is possible to search for the best network architecture in terms of the number of hidden nodes at each step of feature selection process, there are several reasons not to do it. First, the fixed hidden node structure allows us to determine unequivocally that the reduction of SSE is attributed to the reduction of feature variables. If different hidden nodes are used in each step of the feature selection process, it is difficult to tell whether the reduction of SSE is due to the change of feature variables or hidden nodes or the combination. Second, with fixed hidden nodes, when the number of features is reduced, the number of model parameters to be estimated also becomes smaller, resulting in more degrees of freedom and increased statistical power. Finally, using one network structure can reduce the time and effort in the modeling process significantly.

### 4. Results

To evaluate the effectiveness of the feature selection procedure, we consider all possible subsets of the seven potential feature variables identified. With all-possible-subset results, we are able to compare results from our feature selection method to those obtained from the best combination of features. In this AT&T situational choice study, we are able to consider all possible subsets due to the small number of feature variables. It will be very difficult if not impossible to experiment all possible subsets when the number of features is large.

A neural network was set up for each of the 127 possible subsets of the seven input variables. Each network was then trained using 8 different architectures (0
These correspond to a total of 1016 networks. Table 2 shows the minimum SSEs across all hidden nodes and subsets of feature variables for each validation sample. In validation sample 1, among the seven 1-variable networks, variable 6 (not shown) with 4 hidden nodes is tied with variable 6 with 3 hidden nodes with SSE equal to 103.87. Among the 6-variable networks, the network with 2 hidden nodes has the minimum SSE of 68.62. The network with the smallest SSE among all combination of variables and hidden nodes is shown in bold.

Results from validation sample 2 are similar to those from sample 1. Both indicate that the 6-variable network with variables 2, 3, 4, 5, 6 and 7 has the smallest SSE. Validation set 3 shows a slight difference from the other two samples. The 4-variable (variables 4, 5, 6, and 7) with two hidden nodes has the smallest SSE.

Next, we experiment with the backward elimination procedure. The seven input variables were trained in eight network architectures, hidden nodes from 0 to 7. With validation sample 1, Table 2 shows that the network with two hidden nodes has the smallest SSE of 73.73 for seven variables. With the number of hidden nodes fixed at 2, we then proceeded to examine the SSEs from the seven 6-variable networks. As shown in Table 3, the network with variables 2, 3, 4, 5, 6, and 7 has the smallest SSE, 68.62. Further elimination of variables resulted in an increase in SSE. The set of variables 2, 3, 4, 5, 6, and 7 is then used to train networks with 0 to 7 hidden nodes, and the minimum SSE, shown in bold, corresponds to the network with two hidden nodes (see Table 4). So the recommended feature set, based on validation sample 1, is variable combination of 2, 3, 4, 5, 6, and 7. The best network architecture is the one with two hidden nodes. This is the same "best" selection suggested by the all-subset experiment (Table 2).

With validation sample 2, the backward elimination method ends up with the same "best" selection. The minimum SSE is 61.80. For validation sample 3, the backward elimination method starts with two hidden nodes for all seven variables and ends up with four variables—namely 4, 5, 6, and 7. Table 3 shows that the SSE for this subset is 72.48. The set of four variables is then used to train networks, and the minimum SSE corresponds to the network with two hidden nodes (see Table 4). This is the same as the best selection in the all-subset procedure (Table 2).

Overall results indicate that the feature selection procedure identifies the same "best" models as the all-

<table>
<thead>
<tr>
<th># of variables</th>
<th>Number of hidden nodes</th>
<th>Validation sample 1</th>
<th>Validation sample 2</th>
<th>Validation sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>114.68</td>
<td>106.13</td>
<td>106.13</td>
<td>118.07</td>
</tr>
<tr>
<td>2</td>
<td>101.40</td>
<td>84.45</td>
<td>84.45</td>
<td>96.29</td>
</tr>
<tr>
<td>3</td>
<td>98.74</td>
<td>79.82</td>
<td>79.82</td>
<td>94.76</td>
</tr>
<tr>
<td>4</td>
<td>95.45</td>
<td>76.91</td>
<td>76.91</td>
<td>91.91</td>
</tr>
<tr>
<td>5</td>
<td>92.88</td>
<td>74.38</td>
<td>74.38</td>
<td>91.26</td>
</tr>
<tr>
<td>6</td>
<td>92.24</td>
<td>75.37</td>
<td>68.62</td>
<td>91.52</td>
</tr>
<tr>
<td>7</td>
<td>92.29</td>
<td>75.51</td>
<td>73.73</td>
<td>91.73</td>
</tr>
</tbody>
</table>

Table 2
Minimum SSE across hidden nodes and number of variables

SSEs from the seven 6-variable networks. As shown in Table 3, the network with variables 2, 3, 4, 5, 6, and 7 has the smallest SSE, 68.62. Further elimination of variables resulted in an increase in SSE. The set of variables 2, 3, 4, 5, 6, and 7 is then used to train networks with 0 to 7 hidden nodes, and the lowest SSE, shown in bold, corresponds to the network with two hidden nodes (see Table 4). So the recommended feature set, based on validation sample 1, is variable combination of 2, 3, 4, 5, 6, and 7. The best network architecture is the one with two hidden nodes. This is the same "best" selection suggested by the all-subset experiment (Table 2).

With validation sample 2, the backward elimination method ends up with the same "best" selection. The minimum SSE is 61.80. For validation sample 3, the backward elimination method starts with two hidden nodes for all seven variables and ends up with four variables—namely 4, 5, 6, and 7. Table 3 shows that the SSE for this subset is 72.48. The set of four variables is then used to train networks, and the lowest SSE corresponds to the network with two hidden nodes (see Table 4). This is the same as the best selection in the all-subset procedure (Table 2).

Overall results indicate that the feature selection procedure identifies the same "best" models as the all-

Overall results indicate that the feature selection procedure identifies the same “best” models as the all-
possible-combination approach in all three validation samples. This suggests that the feature selection algorithm based on the prediction risk is quite robust judged from generalization ability for new observations. In addition, we find that networks with 2 or 3 hidden nodes are appropriate for our application.

From a practical standpoint, there seems to be little difference between models of six features and those of four features. In validation samples 1 and 2, the four-variable models end up with only a slight increase in SSE over the six-variable models. For example, in validation sample 1, the four-variable model with variables 4, 5, 6, and 7 leads to an SSE of 70.82 compared to the smallest SSE of 68.62 for the six-variable model. However, a four-variable network with two hidden nodes has only 14 arcs, whereas a 6-variable network with the same number of hidden nodes has 20 arcs. It may be beneficial to use the four-variable model because of the significant reduction in the size of the network and the number of variables while achieving almost the same level of accuracy.

Tables 5 and 6 report the classification results using both the neural network models and the logistic regression models for the training sample and three validation samples, respectively. The results suggest that both logistic regression and neural network model classify the written communication group (COMM-TYPE = 0) more accurately than the LD group (COMM-TYPE = 1). In all cases, neural networks outperform the logistic regression judged from both the overall classification rate and the group classification percentages. The results are very robust because neural network models provide similar and consistently better predictions not only in all three validation samples, but also in the training sample.

5. Conclusions

Major advances have been made in the past decade in neural networks for pattern recognition and classification. Applications of neural networks in marketing research are just now emerging. It is our hope that marketing researchers will be able to gain a better appreciation of the technique. Of course, these advances

Table 3
Backward elimination procedure for all validation samples

<table>
<thead>
<tr>
<th>Variables selected</th>
<th>Validation sample 1</th>
<th>Validation sample 2</th>
<th>Validation sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1234567</td>
<td>73.73</td>
<td>66.46</td>
<td>76.13</td>
</tr>
</tbody>
</table>

Start with the above 7 variable model

123456             89.44       123456             84.45       123456             95.78
123457             97.65       123457             94.33       123457             98.32
123467             71.71       123467             68.89       123467             80.13
123567             75.71       123567             68.16       123567             79.51
124567             77.02       124567             67.89       124567             76.97
134567             72.87       134567             69.41       134567             76.12
234567             68.62       234567             61.80       234567             75.55

Use the best 6 variable model (shown in bold above)

23456             90.30       23456             91.57       23456             98.27
23457             97.53       23457             90.08       23457             97.47
23467             71.51       23467             67.34       23467             76.57
2567              71.51       23567             64.73       23567             76.45
24567             75.40       24567             65.36       24567             78.70
3567              68.68       34567             63.19       34567             73.23

Use the best 5 variable model

3456              91.50       3456              93.14       3456              97.27
3457              98.14       3457              93.40       3457              100.21
3567              70.98       3567              66.28       3567              75.30
4567              70.82       3567              64.50       3567              74.90

Use the best 4 variable model

456               93.66       356               99.02       456               96.93
457               103.02      356               99.02       457               100.36
467               79.65       3467              67.70       467               74.04
567               132.21      3567              106.76      567               116.07

Use the best 3 variable model

46                97.94       367               100.87      46                100.72
47                108.73      37                105.91      47                107.14
67                77.78       67                69.54       67                75.19

Use the best 2 variable model

6                 106.13      6                 103.11      6                 108.17
7                 119.37      7                 112.39      7                 113.74

Table 4
SSE across hidden nodes

<table>
<thead>
<tr>
<th>Hidden nodes</th>
<th>Validation sample 1</th>
<th>Validation sample 2</th>
<th>Validation sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables: 234567</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>92.24</td>
<td>82.88</td>
<td>91.91</td>
</tr>
<tr>
<td>1</td>
<td>75.37</td>
<td>73.63</td>
<td>79.41</td>
</tr>
<tr>
<td>2</td>
<td><strong>68.62</strong></td>
<td><strong>61.80</strong></td>
<td><strong>72.06</strong></td>
</tr>
<tr>
<td>3</td>
<td>70.73</td>
<td>63.87</td>
<td>72.48</td>
</tr>
<tr>
<td>4</td>
<td>72.37</td>
<td>64.25</td>
<td>72.74</td>
</tr>
<tr>
<td>5</td>
<td>72.88</td>
<td>64.63</td>
<td>73.20</td>
</tr>
<tr>
<td>6</td>
<td>73.32</td>
<td>65.93</td>
<td>76.39</td>
</tr>
<tr>
<td>7</td>
<td>75.29</td>
<td>66.79</td>
<td>76.28</td>
</tr>
</tbody>
</table>

Table 5
Percent correct classification with the training sample

<table>
<thead>
<tr>
<th>COMMTYPE</th>
<th>Logistic</th>
<th>Neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>81.80</td>
<td>84.08</td>
</tr>
<tr>
<td>1</td>
<td>76.43</td>
<td>81.34</td>
</tr>
<tr>
<td>Overall</td>
<td>79.20</td>
<td>82.80</td>
</tr>
</tbody>
</table>
are available at a cost. Neural networks are much more computationally intensive than classical statistical methods such as logistic regression. The model selection and feature selection procedures require customized programs. However, as computation cost is getting cheaper each day, these problems become less of an obstacle for modelers. Neural networks are similar to nonparametric statistical techniques in that no distributional assumptions are needed. We believe that neural networks have the advantages over nonparametric techniques because they are data-driven and no model specification is necessary. Therefore, they are particularly useful in social science disciplines for theory development.

Marketers are particularly interested in consumer choice factors because accurate information on the relative importance of these factors makes it possible for firms to better position their products and services in the marketplace. Our study illustrates how a marketer can more effectively select a network architecture and a subset of features.

Most marketing researchers treat neural networks as a black box. They leave the decision in model selection to computer software packages and rely on linear statistical models such as logistic regression for feature selection. Our study presents a rather comprehensive approach to neural network modeling. We believe model development including feature selection is critical in any modeling effort especially in neural network modeling because of its complexity.

Our cross-validation experimental results suggest that the feature selection approach based on the prediction risk idea is very robust. The variables selected correspond precisely to those identified by the all-possible-subset approach. Presumably the all-possible-subset procedure is the most comprehensive and reliable approach for feature selection. Therefore, we have provided credence to the effectiveness of our backward selection algorithm.

Practical managerial implications can be drawn from the results of this study. Across the three validation samples, a consistent pattern emerges. The four-variable model with features REASON, RECEIVER, NUMCALL, and NUMLET seems to be the most suitable model. These variables are directly related to a communication situation found in a weekly diary, and thus supporting previous findings in this area that communication situational variables are useful in predicting consumer choices [23, 35]. Marketing efficiency is based primarily on how accurate the marketer can predict or forecast consumer behavior. As shown in this study, neural networks are capable of producing superior performance in terms of classification rates with fewer number of predictor variables. As efficiency increases, marketers will be able to generate more revenue at a lower cost.
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