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Chapter 6   Modeling Random Events: The Normal and Binomial Mode 
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6.1   Probability Distributions are Models of Random Experiments 

A probability model (simulation) describes how we think that data are produced. 

A probability distribution also called probability distribution function (pdf) must meet these conditions: 

1) It describes all possible outcomes that are mutually exclusive (the only one will happen);  

We can denote random outcome as X   Outcomes can be events in some other sample space. 

2) Each outcome has a probability from the interval [0, 1]. Shorthand:  𝟎 ≤ 𝑷(𝑿) ≤ 𝟏 

3) The sum of probabilities for all outcomes must be 1.   
 

Note:  In statistical literature pdf often stands for probability density function which is probability distribution function for continuous 
variables.  In the “Essential Statistics” by Gould and Ryan pdf stands for probability distribution function (probability distribution for any 
type of variable). 

Example (distribution of the categorical data):  
Suppose your iPod playlist has 10 songs on it: 6 are rock, 2 are country, 1 is pop, and 1 is hip‐hop.  
If you put your player on shuffle, what is the probability that the first song to play is a rock?   
 

Create the probability distribution function (pdf) for this scenario: 
1. determine all outcomes 
2. determine the probability for each outcome 
3. verify that probabilities add up to 1 

 

 

Probability distribution function 
table:  

Outcome:  X      Probability: 
P(X) 

Rock                           
6

10
      

Not Rock                    
4

10
 

6

10
+

4

10
= 1 

Determine the probability for each outcome: 

Use equiprobable space in which outcomes “Rock” and “Not Rock” are events: 
 
S={R1, R2, R3, R4, R5, R6, C1, C2, P1, H1}     N=10  

Probability of each simple  (elementary) event is 
1

10
 

Event to select a rock is:         Rock = {R1, R2, R3, R4, R5, R6}           P(Rock) =
6

10
      

Event to select a non-rock is:  “Not Rock” = { C1, C2, P1, H1 }   P(Not Rock) =
4

10
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Discrete vs. Continuous 

Discrete outcomes are numerical values that can be listed or counted. 
Continuous outcomes are numerical values that cannot be listed or counted because they occur over a range. 
 

Identify the following as discrete or continuous 
a. The amount of liquid consumed by the average American each day 
b. The weight of newborns at a local hospital 
c. How many pairs of shoes each person in the class owns 
d. The number of pages in a standard math text book 
e. The amount of electricity used daily in a home 
f. The number of customers entering a restaurant in one-day 
g. The speed of a train 
 

 
 

 

 

Discrete Probability Distributions can be represented as Tables, Graphs or Equations 

Probability in discrete distribution is relative frequency. 

An example of the graph and table: 

 

When there are too many outcomes 

to show in the table we may use the 

formula. 

 

Example:  

The probability of having 𝑥 children 

before the first girl is: P(X) = (
1

2
)

x
 

 

1st is a girl probability: 
1

2
 

2nd is a girl probability:  
1

2
∗

1

2
= (

1

2
)

2

 

3rd is a girl probab.:  
1

2
∗

1

2
∗

1

2
= (

1

2
)

3

 

… 
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In discrete probabilities, the probability of each outcome X is in the interval [0,1]:    𝟎 ≤ 𝐏(𝐗) ≤ 𝟏     

Also, the sum of all probabilities is equal to 1.   In short:  ∑ 𝐏(𝐗) = 𝟏 
The sum of 1 means that at least one of the outcomes must occur (we are 100% sure that something will happen). 

 

Work: 

a)  Are all events mutually exclusive?  

 

b)  Are all probabilities in [0,1]? 

 

c)  Do they add up to 1? 

 

Work: 

 

Example: Determine probabilities, make a graph, and find the expected value. 

 

Outcome: X                                  Probability: P(X) 

A:   4 dollars for 5 or 6                       P(A) = 
1

3
 

B:   -5 dollars for 1                              P(B) = 
1

6
 

C:    0 dollars for 2, 3, or 4                 P(C) = 
1

2
 

Determine probabilities based on equiprobable sample space: 

S={1, 2, 3, 4, 5, 6 }         N = 6 

 

𝐴 = { 5,6}       P(A) =
2

6
=

1

3
                𝐵 = { 1}   P(B) =

1

6
    

 

𝐶 = { 2,3,4}   P(C) =
3

6
=

1

2
 

 

How much we can expect to win or lose? 

 

𝐄(𝐗) = 𝟒 ∗
1

3
− 𝟓 ∗

1

6
+ 0 ∗

1

2
=  

8

6
−

5

6
=

3

6
=

1

2
 

 

We can expect to win 0.5 dollars (50 cents). 

Make a graph 
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NEW CONCEPT:   Expected value  (mean of a discrete probability distribution )    𝐄(𝐗) 

                                         is the weighted average of discrete values multiplied by their probabilities. 
 

𝐄(𝐗) = ∑[ 𝐗 ∗ 𝐏(𝐗)] 

 
E(X) represents the "average" expected outcome (expected winning or loss). 

Hint:  Create a table that shows the discrete probability distribution. 

 

Outcome: X                                  Probability: P(X) 

A:  get $210 for 32                              P(A) = 
1

38
 

B:  lose $6 get other number            P(B) = 
37

38
 

 

B is complementary to A so: P(B) = 1 −
1

38
=

37

38
 

𝐄(𝐗) = ∑[ 𝐗 ∗ 𝐏(𝐗)] = 𝟐𝟏𝟎 ∗ 𝐏(𝐀) − 𝟔 ∗ 𝐏(𝐁) 

𝐄(𝐗) = 𝟐𝟏𝟎 ∗
1

38
− 𝟔 ∗

37

38
=

210

38
−

222

38
=

−12

38
≈ −0.31579 

Interpret: It is expected that the player will lose $0.32 in each game 

If someone played 1000 games the expected loss is:       1000*(0.31579) = 315.79 dollars    
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Continuous outcomes are numerical values that cannot be listed or counted because they occur over a range 

so their probabilities are defined for the range of outcomes as well. 
 

Continuous probabilities are represented as areas under curves.  

The curve is called “probability density curve”.  The total area under the curve is 1. 
 

Example: Suppose you want to know the probability that you will wait in line for less than 2 minutes when you go to the coffee 
shop. You can't list all possible outcomes that could result from your visit: 1.0 minute, 1.00032 minutes, 2.00000321 minutes. 

 
To find the probability of waiting between 0 and 2 minutes, we find the area under the density curve and between 0 and 2 
 (Figure 6.6). 

 

The curve may have a different shape.  Even become a rectangle as in the example below. 
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6.2   The Normal Model (for bell-shaped, symmetrical, and unimodal distributions) 

 

Two-thirds of distributions are symmetrical and unimodal.  
We use the Normal model to model these distributions and in most cases variables are continuous. 
 

   

 

Properties of a normal distribution: 
1) A normal curve is ______________,  
 
__________________ and bell-shaped. 
 

2) A normal curve is completely defined by its mean  

____ and standard deviation_____. 
 
3) The total area under the normal curve equals ____. 
 

The notation:  N(μ, σ)  

 

The normal curve N(64, 3) has a mean ____  

and standard deviation____________ 

Each normal distribution can be turned into  

Standard Normal Distribution N(0, 1) by calculating z-scores 

 
a) Roughly what percentage of z-scores is between -2 and 2? 

b) Roughly what percentage of z-scores is between -3 and 3? 

c) Roughly what percentage of z-scores is between -1 and 1? 

d) Roughly what percentage of z-scores are more than 0? 

Continuous probabilities are represented as areas under curves.   In other words:  area = probability 

The curve is called “probability density curve”.  The total area under the curve is 1. 

Example: 

For the N(64, 3) of women heights in the US, find the probability of selecting a woman: 

a) less than 62 inches tall  (same as less than or equal  62in;  No difference between > and  ≥ ) 

b) taller than 62 inches      (same as greater than or equal  62in) 

c) tall between 62 and 67 inches   
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Find probabilities using StatCrunch  for  N(64, 3):     

Stat -> Calculators -> Normal;      Enter the values that we know and press Compute 

  

a) less than 62 inches tall   

P(X < 62) = 0.2525 = 25.25% 

 

b) taller than 62 inches   
 

This is a complement of 𝐏(𝐗 > 𝟔𝟐): 
 

 𝐏(𝐗 > 𝟔𝟐) = 𝟏 − 𝐏(𝐗 < 𝟔𝟐) 
        
𝐏(𝐗 > 𝟔𝟐) = 𝟏 − 𝟎. 𝟐𝟓𝟐𝟓 = 𝟎. 𝟕𝟒𝟕𝟓

= 𝟕𝟒. 𝟕𝟓% 

  

c) tall between 62 and 67 inches   

P(62 < X < 67) = 0.5889

= 58.89% 

 

In this case “68-95-99.7 ticks “ were 

selected so they show in the graph. 

Interpretation: 

a) Roughly 25.25% of women in the US are less than 62 inches tall. 

b) Roughly 74.75% of women in the US are more than 62 inches tall. 

c) Roughly 58.89% of women in the US are between 62 and 67 inches tall.  

 

Find the measurements from percentiles using StatCrunch (inverse normal) 

Example:  For the N(64, 3) of women heights in the US, find the height of women who are in 25.25%  (0.2525). 

 
 

The result is 62 inches as expected. 
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Standard Normal Distribution and Probabilities in the table of Standard Normal Cumulative Probabilities 
 
We saw earlier that by calculating z-scores any normal distribution is transferred into the standard normal 
distribution. 

 
 

Standard Normal Distribution   𝐍(𝟎, 𝟏) .     The standard normal distribution has a   𝛍 = 𝟎  𝐚𝐧𝐝 𝛔 = 𝟏     

Scores on the x-axis are z-scores and they have values  ( −∞, ∞).     

Z-score indicates how far is the score is from the mean in terms of standard deviation.  For each z-score, we can 

compute probability using Normal calculator and entering Mean = 0   and Std. Dev = 1. 

 

 
The process of transformation of normal distribution into standard normal distribution allows us to: 
 

1. compare different normal distributions by turning scores into z-scores and comparing z-scores 
 

2. in StatCrunch -> Calculators -> Normal, we can calculate the probability for each z-score (or we can use a table 
instead of StatCrunch) 
 
3. in StatCrunch -> Calculators -> Normal,  we can find the z-score for given probability (or we can use a table instead 
of StatCrunch) 
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Use StatCrunch to determine the area under the standard 
normal curve that lies:   
a) To the left of     z = 0.64            P( z < 0.64 ) = ___________ 

 
b) To the left of    z = −0.82         P( z < -0.82 ) = ___________ 

 c)    To the right of z = 1.49    _________________ 
 
 
d)   To the right of z = −0.39  __________________ 

Find probabilities using Standard Normal table 
The standard normal table contains probabilities in terms of z-scores. Because of that, we must: 

1. compute z-score first 
2. read the probability from the table 

 

Example: 

For the N(64, 3) of women heights in the US, find the probability of selecting a woman less than 62 inches tall. 

 

a) Compute z-score:   𝐳(𝐱) =
𝐱−𝛍

𝛔
     so     z(62) =

62−64

3
= −

2

3
≈ −0.6667 

b) In the Standard Normal table, each z-score has only 2 decimals so we will round to :    z(62) ≈ −0.67 

 

 

Due to rounding, the computed probability is: 𝑃(62) = 0.2514 = 25.14% 

Interpretation: About 25.14% of women in the US are  less than 62 in tall. 
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Discrete variable but normally distributed. 

 

When to use a Normal model for collected data? 

Make the histogram and if the data is unimodal and symmetric then it is appropriate to use the Normal model. 
(a) Example of a histogram that indicates that the Normal model can be used. 

        (b)  Example of a histogram that indicates that the Normal model should not be used (skewed data). 
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6.3   The Binomial Model – model for the special discrete probability distributions 

 

As opposed to normal distributions where the mean and SD are given and we use Normal Calculator to find 
probability,  in some discrete distributions we can use Binomial Calculator to compute probabilities.   

In these cases, we are given   𝒏 (number of trials) and 𝒑  (probability of each success) and that is eathe siest way 
to recognize them.  

With the increased 𝒏  these distributions also become bell-shaped and their mean is getting closer to 𝒑. 
 
 

The binomial probability model is used for random 
experiments that satisfy the following conditions:  

1. The experiment consists of a fixed number of trials.  (𝒏)   

2. There must be two outcomes in each trial  
(two complementary outcomes) 

3. The probability of success in each trial is the same. (𝒑)  

4. The trials are independent. 
 

Example: 
Random experiment: Count number of heads in the 
experiment when we flip a coin 3 times.   
Can the binomial probability model be used? 

1.  the number of trials is 3   (𝒏 = 𝟑)   
2.  in each trial we get either heads or tails  

3.  the probability of heads   (𝒑 = 𝟎. 𝟓)   
4.  the trials are independent 

       

   
Changeable parts of a binomial probability model (binomial 
distribution) are: 

  𝒏   and 𝒑   
 
 

   Observe: Conditions for probability distribution must hold: 
- The probability of each outcome must be in [0, 1] 
- The sum of all probabilities must be 1 

 

In this case, the probabilities are all below 0.40 

 

      
 
 

 

If  𝒏   is increased we get more possible outcomes and still: 

- The probability of each outcome must be in [0, 1] 
- The sum of all probabilities must be 1 

 
In this case, the probabilities on the are all below 0.20 
(this makes sense because there are more outcomes and the 
sum still must be 1). 
 

What is the effect of  𝒑 and  ? 

The distribution is symmetrical around  𝒏𝒑 

𝑛𝑝 = 15(0.5) = 7.5 
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Example:  𝒑 ≠ 𝟎. 𝟓  (in this case p = 0.30) the distribution may be skewed for smaller 𝒏    

(such as n=15)   BUT   as 𝒏  increases (such as n=100) the distribution becomes 
symmetrical around the value:  𝒑(𝒏)      Example 0.30(15)=4.5  or    0.3(100)=30 

          

 
Observe that probability 
values became smaller in 
the second graph 
(look at y-axis). 

 
 
 
 
 

Calculate the probability using a binomial model 

The binomial distribution is determined by   𝒏 (number of trials) and 𝒑  (probability of each success). 

 

Now we can answer the question: What is the probability of getting exactly X successes in the binomial distribution 

with 𝒏 trials and probability  𝒑 in each success?     

Math shorthand for such probability is:    𝐛(𝐧, 𝐩, 𝐗)      where: b  indicates binomial model 

                                                                                                                   n  is the number of trials    

                                                                                                                   p  is the probability of each success 

                                                                                                                   X  are values that we are interested in their probability 

We can compute the probability of exact number X of successes, we can compute “more than X successes”, “more or 
equal than X successes”, “less than X successes”… 

We will use StatCrunch to compute such probabilities. 

Example: 
Random experiment: Count number of heads in the experiment when we flip a coin 3 times. 
                                       Compute the probability of getting exactly 2 heads.   
 
a. First, determine if the binomial model can be used for this random experiment. 
     We earlier verified that binomial model can be used (checked all 4 conditions). 
 
b. If the experiment can be modeled by the binomial model then we use StatCrunch to compute the probability of 

     getting 2 heads:         𝐛(𝐧, 𝐩, 𝐗) = 𝐛(𝟑, 𝟎. 𝟓, 𝟐)     (n=3  p=0.5   and X=2). 
 
 

Work:  In StatCrunch go to:   Stat -> Calculators -> Binomial 
Enter given values for 𝐧, 𝐩, and 𝐗   and select Compute                      Write:    𝐛(3, 0.5, 2) = 0.375 = 37.5% 
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Extra practice:   Now compute the probability of: 
a. More than 2 heads 
b.  2 or fewer heads 

 
a. Set the operation to > in StatCrunch.     Answer:    𝐛(3, 0.5, X > 2) = 0.125 

 

b. Set the operation to ≤ in StatCrunch.    Answer:    𝐛(3, 0.5, X ≤ 2) = 0.875  

 

“X or fewer” probabilities are called cumulative probabilities. 
 

 

Work:  In StatCrunch go to:  Stat -> Calculators -> Binomial 

 

 

 

Work:  In StatCrunch go to:  Stat -> Calculators -> Binomial 
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Formulas for the mean and SD for the binomial distribution in terms of a number of trials (𝐧) and the probability of 
success (𝐩). 
 

           𝛍 = 𝐧𝐩             𝛔 = √𝐧𝐩(𝟏 − 𝐩)   the distribution is    b(np, √𝐧𝐩(𝟏 − 𝐩)) 
 

The mean of any probability distribution is also called the expected value of a probability distribution. 

Extra reference for binomial vs. proportions: http://www.stat.yale.edu/Courses/1997-98/101/binom.htm  

 

 

 

 

 

 

 

 

 
 
 
  

http://www.stat.yale.edu/Courses/1997-98/101/binom.htm
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STANDARD NORMAL DISTRIBUTION Table 
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