CHAPTER 2

· DATA DESCRIPTION
Introduction

· * 
the field of statistics can be divided into two major branches
· -
descriptive

· -
inferential
· * 
ways to describe a set of measurements/data

· -
graphical techniques (patterns)
· -
numerical descriptive techniques/statistics

· > 
classifying data
· >          qualitative distribution: classification of a data set by a non- numerical characteristic

· >          example: cross classification/contingency table
· > 
any system of classification must be mutually exclusive and exhaustive
Describing Data on a Single Variable: Graphical Methods

· * 
data should be arranged such that each observation can fall into one and only one category of the variable

· * 
pie chart

· -
choose a small number of categories for the variable because too many make the pie chart difficult to interpret

· -
whenever possible, construct the pie chart so that percentages are in either ascending or descending order

· * 
bar chart

· -
label frequencies on one axis; categories of the variable on the other axis

· -
construct a rectangle at each category of the variable with a height equal to the frequency in the category

· -
leave a space between each category to connote distinct, separate categories and to clarify the presentation

· * 
frequency histogram and relative frequency histogram

· -
frequency table: data summary

· -
class intervals: data ranges

· < 
range: largest value-smallest value

· < 
determine number of classes

· <
class width: divide the range of the measurements


        by the approximate number of class 


        interval- all classes must be of equal 


        width
· <
 round the resulting number to a convenient unit

· <
 locate class boundaries/intervals
· <
 choose the first interval so that it contains the smallest measurement-each measurement belongs to one and only one class interval

· -           class frequency: the number of measurements falling in a 

    given class interval
· -           relative frequency: NA-the frequency of the class/event divided by N-the total number of
             measurements in the set
· -
several points that should be made concerning histograms

· < 
there is a distinction between bar charts and histograms

· >
 bar charts: qualitative
· >
 histograms: quantitative
· < 
important because of the role it plays in statistical inference
· < 
with many class intervals a smooth curve could result

· <
 the fraction of the total number of measurements in an interval is equal to the fraction of the total area under the histogram over the interval
· <
 if a measurement is selected at random from the set of sample measurements, the probability, that it lies in a particular interval, is equal to the fraction of the total number of sample measurements falling in that interval

· -
exploratory data analysis

· -
stem-and-Ieaf plot

· -
scatterplot

· Describing Data on a Single Variable: Measures of Central Tendency

· * 
the two most common numerical descriptive measures are

· -
measures of central tendency

· -
measures of variability
· *          parameters: numerical descriptive measures for a population

· *          statistics: numerical descriptive measures for a sample

· * 
measures of central tendency

· -
mode: the measurement that occurs most often

· median: the middle value when the measurements are arranged 
               from lowest to highest

-
grouped data median equals
L + [ { w / fm } ( .5 n-cfb ) ]

where:

L = lower class limit of the interval that contains the median

n= total frequency

cfb = the sum of frequencies for classes before the median class

fm = frequency of the class interval containing

the median

w = interval width

-
mean: the sum of the measurements divided by the total number of
           measurements
<
population mean:  
         <          sample mean: ybar
-
outliers: extreme values or distortions

-
trimmed mean: drop the highest and lowest extreme values and


    average the rest

-
skewness: data point positions
Describing Data on a Single Variable: Measures of Variability

*          range: the difference between the largest and the smallest measurements of the set

*         group data range: the difference between the upper limit of the last interval and lower limit of the first interval
*         pth percentile: a set of n measurements arranged in order of magnitude is that value that has at most p% of the measurements below it and at most (100-p%) above it
* 
grouped data percentile (P)
P = L+[{w/fp}(.65n-cfb)]

where:

P = percentile of interest
L = lower limit of the class interval that includes percentile of interest
n = total frequency

cfb = cumulative frequency for all class intervals before the percentile
class
fp = frequency of the class interval that includes the percentile of interest

w = interval width
* 
the sample median: divides the data into two equal groups-50th percentile where 


         50% of the data is below and 50% is above

* 
interquartile range (IQR):
-
the difference between the upper and lower quartiles

-
resistant measure of variability
-
box plot

*
deviation: the difference between the measurement y and the mean ybar


     (y-ybar)
*
variance: the sum of squared deviations divided by n-1 (See pg. 66)
*          standard deviation: the positive square root of the variance
* 
the larger the variance and standard deviation are the more variable the set of data
* 
Z score
-
 the distance from X to X bar in units of the standard deviation (See

page 71)
-
positive: X is above X bar

· -
negative: X is below X bar
