CHAPTER 3
PROBABILITY AND

PROBABILITY DISTRIBUTIONS

How Probability can be used in Making Inferences
* 
classical interpretation

-
arose from games of chance

<
outcome: each possible distinct result

< 
event: a collection of outcomes

< 
P(event E) = Ne/N

where:

Ne = number of outcomes favorable to event E

N = total number of possible outcomes

* 
experiments

-
a process by which an observation is obtained

-
an event is an outcome of an experiment

<          simple event: one that can't be broken down into other events

<          compound event: one that can be broken down into other events

<          sample space (S): set off all simple events that arise from an experiment

*
relative frequency interpretation: an empirical approach to 

         
         probability

*
subjective interpretation: one-shot situations

Finding the Probability of an Event

* 
the probability of an event lies anywhere in the interval from 0 to 1: 0<P(A)<1

* 
the probabilities of all events must sum to 1

Basic Event Relations and Probability Laws

*
either A or B occurs: toss a coin

*
mutually exclusive: if the occurrence of one of the events (A) excludes the

  
         possibility of the occurrence of the other event (B)

*
when two events are mutually exclusive, the probability that either one of the events will occur is the sum of the event probabilities: P(either A or B) = P(A)+P(B)

*
random variable: a variable that varies in a seeming random and 



   unpredictable manner

*
complement: the event A does not occur and is denoted by the symbol 


Abar

· *
if A and B are any two mutually exclusive events associated with an experiment, then P(A) and P(B) must satisfy the following properties:

· < 
O<P(A)< 1 and O<P(B)< 1

· < 
P(either A or B) = P(A)+P(B)

· < 
P(A)+P(Abar) = 1 and P(B)+P(Bbar) = 1

· *         unions of two events: the set of all outcomes that are included in either A or B (or both)-denoted by AUB

· *         intersection of two events: the set of all outcomes that are included in both A and B simultaneously- denoted by A 
( B

· *
probability of the union (addition rule):
· P(AU B)=P(A)+P(B)-P(A ( B)

Conditional Probability and Independence

· *         conditional probability: the probability of an event (A) given the fact that event (B) has already occurred
· P(AIB)=P(A(B)/P(B) P(BIA)=P(A(B)/P(A)
· *
unconditional (marginal) probability: the proportion of times event A occurs in
 



    a very large number of repetitions

· *
probability of intersection:

P(A ( B) =P(A)P(BIA)=P(B ) P(AIB )

· *
independent events: P(AIB)=P(A) or P(BIA)=P(B)

· *
equally likely rule: if S has N equally likely events

· then P( each) = 1/N
Bayes's Formula

· *
basic concepts include:

· -
states of nature: some number k of possible, mutually exclusive, 



     underlying events A1…… Ak
· prior probabilities: unconditional probabilities 
-
observable events: m possible mutually exclusive events B1….Bm

-
likelihood’s: the conditional probabilities of each observable event

 

        given each state of nature, P(BjIAj)
-
posterior probabilities:

P(AjIBj)= [P(BjIAj)P(Aj)]/{ S(P(BjIAj)P(Aj) ) }
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