CHAPTER 4
DISCRETE RANDOM
VARIABLES
Variables: Discrete and Continuous

*
qualitative random variable: a person's response

*
quantitative random variable: numerical response

*
discrete random variable: when observations on a quantitative random



         variable can assume only a countable number



         of values (Example: number of votes)

*         continuous random variable: when observations on a quantitative random variable can assume any one of the uncountable number of values in a line interval (Example: max. daily temperature for a city)

Probability Distributions for Discrete Random Variables

*         probability distribution: viewed as relative frequencies, these probabilities generate a distribution of theoretical relative frequencies

*
probability distribution (Pdf) for a discrete random variable: displays the




 probability P(y) associated with each value of y

*
properties of discrete random variables

-
the probability associated with every value of y Iies between 0 and 1

-
the sum of the probabilities for all values of y is equal to 1

-
the probabilities for discrete random variable are additive. Hence, the probability that y=1 or 2 is equal to P(1)+P(2)

*
Pdf and population are the same
-
expected value:  =  yP(y) = Ey
variance: 2 = (y-)2 P(y) = Ey(Y-)2
standard deviation:  = square root of the variance

A Useful Discrete Random Variable: the Binomial 

*
properties for a binomial experiment

-
the experiment consists of n identical trials

-
each trial results in one of two outcomes.

-
the probability of success on a single trial is equal to  and  remains the same from trial to trial

-
the trails are independent

-
the random variable y is the number of successes observed during the n triaIs
*
the probability P(y) of observing y successes in n trials of a binomial experiment

P(y)={n!/(y!(n-y)!)}[py(l-p)n-y

where:

n= number of trials

p = probability of success on a single trial

1 -p = probability of failure on a single trial = q

y = number of successes in n trials

n! = n(n-1)(n-2) (3)(2)(1 )

*
mean:  = np

* 
standard deviation:  = Vnp( 1-p)
Poisson Distribution

*
P(x) = [e-X X]/x!

