CHAPTER 6
SAMPLING DISTRIBUTION
Random Sampling

*
a simple random sample (srs) of selecting any group of size n from a population has an equal probability of being selected
*
ways to select srs

-
computer random number generator

-
a table of random numbers

>
decide on n

>
 choose a pattern for selecting from the table (remember that  
each number is equally likely to be selected)

>
select a random starting point

>
follow the pattern for selecting until n samples have been   selected

-
well-mixed set of numbers drawn from a hat



-
properties
>

xbar = popn
> 
if n << N then xbar = /square root (SR) of n

The Sampling Distribution for ybar

*         central limit theorem: if random samples of n measurements are repeatedly drawn from a population with a finite mean  and a standard deviation , then, when n is large (at least 30) the relative frequency histogram for the sample means will be approximately normal with mean  and standard deviation  /Vn

*
as n increases in size the random variable z approaches a standard normal distribution

*
rules of  thumb for n>30

-
s is approximately equal to 
-
thus, xbar =  /SR of n = s/SR of n

also, s2 = ~(x-xbar)2/n-1
-
z is standard normal distribution

*
interpretation of a sampling distribution

-
the long-run relative frequency approach

-
the classical interpretation of probability
