CHAPTER 7
CONFIDENCE INTERVALS

Introduction
*
methods for making inferences about parameters fall into one of two categories

-
estimation: estimate the value of the population parameter of 


        interest

-
hypothesis testing: test a hypothesis about the value of the 





         parameter

Estimation of 
*
the sample mean ybar will be used as point estimate of , it is also used to form an interval estimate for the population mean m
*
confidence coefficient: the fraction of times in repeated sampling that interval estimates would encompass the parameter to be estimated

*          confidence interval: represents an interval estimate of m (95%, 98%, etc.)

*          (1 -) = confidence coefficient: where  is between 0 and 1

*
confidence interval for m when  is known and n > 30 

ybar +/- (Za/2)(ybar), where ybar = /Vn

*
substituting s for  provides a natural estimate of the standard error

*
examples

*
What if n < 30?

-
nonparametric statistics: population is clearly not normal

-
population approximately normal

>
t = [xbar- m]/ {s/SR of n }

>
t-distribution with df=v=n-1

>
CI of m: X bar +/- t [s/SR of n]

>
if normal, make histogram and if a normal curve then use "goodness of test " –if passes ok
>
t tables depend on the area in the upper tail

>
examples

Choosing the Sample Size for Estimating m
*
to estimate m using a 100(1-)% confidence interval of the form ybar +/- E, where E ( error bound) is specified, then solve the following:

[Z/2) ]/SR of n=E for n where n = { [(Z/2)]/E}2
*
obtain an approximate sample size by estimating 2, using one of the following methods

-
employ information from a prior experiment to calculate a sample variance, S2
-
use information on the range of the observations to obtain an estimate of 
