CHAPTER 8
HYPOTHESIS

TESTING

Statistical Test for 
*
based on the concept of proof by contradiction 
*
composed of five parts
-
null hypothesis, denoted by H0:  = a value

-
research (alternative) hypothesis, denoted by Ha:  > a value

-
test statistic, denoted by T.S.: decision maker computed from the sample data
-
rejection region, denoted by R.R.: contradictory values

-
conclusion: accept or reject
*
two-way decision process

-
type I error: committed if we reject the null hypothesis when it 

         is true and the probability of a type I error is 


         denoted by the symbol .

-
type II error: committed if we accept the null hypothesis when it
 

          is false and the research hypothesis is true and


 
          the probability of a type II error is denoted by the 


         symbol 
-
Table 8.1, pg. 305: presents the two-way decision process
*         one-tailed test: the rejection region is located in only one tail of the distribution of ybar

*         two-tailed test: the rejection region is located in two tails of the distribution of ybar

*
test for population mean  with  known and n large

H0:  =  0 where:  0 is specified

Ha:   1.
 >  0
2.  <  0 
3.  not =  0
T.S.: z = [ybar - 0]/ {/Vn }

R.R.: for a probability a of a type I error

1. reject Ho if z > Z
2. reject Ho if z < -z
3. reject Ho if IzI > Za/2
*         computation of : the probability of a type II error or equivalently the power (1-)

-
 0: denotes the hypothesis mean

-
 a: denotes the actual mean

-
one-tailed test:

 = P(z , Z -[I 0- al/ybar]); power=1- 
-
two-tailed test:

 < P(z , Z -[I 0- al/ybar]); power=1-
Choosing the Sample Size for Testing m
*
one-sided test: n = 2[(z + Z)2/2]

*
two-sided test: n = 2[(z + Z)2/2]
The Level of Significance of a Statistical Test
*         p-value: a weighted value given in terms of a probability for a statistical test

*
represents the probability of observing a sample outcome more contradictory to H0 than the observed sample result and the smaller the value of this probability, the heavier the weight of the sample evidence against H0.

*
p-value for one-tailed test:

Ha:  > 0 

or
 Ha:  < 0
p=P[z > computed z] 
p=P[z < computed z]

*
p-value for two-tailed test: 2P[z > Icomputed zl]

Inferences About ,  Unknown and n small

*
t statistic: (ybar-0)/[s/Vn]

*
t distribution: Student's t

*
Figure 8.9, pg. 325: illustrates the distribution

*
properties include:

-
symmetrical about 0

-
more variable than the z distribution

-
t = (ybar-0)l[s/Vn]; df = n-1

-
as n increases, the distribution of t approaches the distribution of z

*
statistical test about ,  unknown

Ho:  = 0
Ha: 1 .
 > 0
     2. 
 < 0
     3. 
 not = 0
T.S.: t = [ybar-0]l{s/Vn}

R.R.: for a probability
 of a type I error and df=n-1

1. reject H0 if t > t
2. reject H0 if t < -t
3. reject H0 if ItI > t/2
*
100( 1-)% confidence interval for ,  unknown

ybar +/- t/2[s/Vn]
*
two issues to consider when populations are assumed to be nonnormal are skewness and heavy tails

*
skewness, particularly with small sample sizes, can have a nasty effect on the sensitivity of one-tailed procedures
