CHAPTER 9

STATISTICS INFERENCES

ABOUT TWO SAMPLES

Introduction

*
theorem: if two independent random variables Y1 and Y2 are normally distributed with means and variances (1, 12) and (2, 22), respectively, the difference between the random variables will be normally distributed with mean equal to (1-2) and variance equal to 12+22). note: the sum (y1+y2) of the random variables will also be normally distributed with mean (1+2) and variance (12+22).

*
Figure 9.1, pg. 354: illustrates the sampling distribution for difference 


           between two sample means

*
properties include:

-
the sampling distribution of (y1bar-y2bar) is approximately normal for large samples

-
the mean of the sampling distribution y1bar-y2bar is equal to the difference between the population means, (1-2)

· the standard error of the sampling distribution is 

y1bar-y2bar = V [(12/n1) + (22/n2)]

Inferences About 1-2: Independent Samples

*
n1 & n2-large & the confidence interval for 1-2, with independent samples is:

y1bar-y2bar +/- z V[(S12/n1)+(S22/n2)]

Hypothesis Test:

H0: 1- > 0

 Ha: 1-2< 0

T .S.:Z=[(y1 bar-y2bar)-(1-) ]/V[(S12/n1)+(S22/n2)]

R.R.:   1. reject H0 if z > Z
2. reject H0 if z < -Z
3. reject H0 if IzI > Z/2
-
examples

*
n1 & n2-small & confidence interval for 1-, with independent samples and 12 = 22
(y1bar-y2bar) +1- t/2SpV[(1/n1)+(1/n2)]

where:

Sp = v{[(n1-1 )s12+(n2-1 )s22]I(n1+n2-2)]

df = n1+n2-2

*
a weighted average, Sp/2 = (s12+ s22)/2: when the sample sizes are the same

*
a statistical test

H0: 1- =D0; where D0 specified

Ha:   1.
 1- > D0
2. 1- < D0 

3. 1-  not = D0
T.S.: t = [y1bar-y2bar- D0]/{Sp/V(1/n1+1 /n2)}

R.R.: for a probability  of a type I error and df=n1+n2-1

1. reject H0 if t > t
2. reject H0 if t < -t
3. reject H0 if Itl > t/2
*
approximate t test for independent samples, unequal variance

H0: 1- =D0
Ha:   1.
 1- > D0
2. 1- < D0 

3. 1-  not = D0
T.S.: t = [y1bar-y2bar- D0]/{V[(s12/n1)+(s22/n2)}
R.R.: for a probability  of a type I error and df=n1+n2-1

1. reject H0 if t > t
2. reject H0 if t < -t
3. reject H0 if Itl > t/2
where:

df = {(n1-1 )(n2-1 )}/[(n2-1)c2+(1-c)2(n1-1 )]

c = (s12/n1)/[(s12/n1)+(s22/n2)]

A Nonparametric Alternative: the Wilcoxon Rank SumTest

*
have independent random samples taken from two populations

*
provides a procedure for testing that two populations are identical but not necessarily normal

*
statistical test

H0: the two populations are identical

Ha: 
1. population 1 is shifted to the right of population 2

2. population 1 is shifted to the Ieft of population 2
3. populations 1 & 2 have different location parameters

(n1<10, n2<10)

T.S.: T, the sum of the ranks in sample 1

R.R.: for =0.5, use Table 3 in the Appendix to find critical values for Tu and TL;

1. reject H0 if T > Tu
        2. reject H0 if T < TL
3. reject H0 if T > Tu or T < TL
(n1,n2>10)

T.S.: z = (T-T)/T
where:

T denotes the sum of the ranks in sample 1

T = [n1(n1+ n2+1)]/2

T2 = [(n1 n2)/12][(n1+ n2+1 )-{jtj(tj2-1)} /{(n1+ n2)(n1+ n2-1 )}]

R.R.: for a specified value of ,

1. reject H0 if z > Z
2. reject H0 if z < -Z
3. reject H0 if IzI > Z/2
A Quick, Portable Statistic: the Tukey- Duckworth Test

*
to determine if two independent samples were drawn from Identical

populations

Inferences About 1-: Paired Data

*
experiments in which each measurement in one sample is paired with a particular measurement in the other sample

*
paired t test:

H0: d = D0
Ha:   1.
d > D0
2. d < D0 

3. d not = D0
T.S.: t = (dbar- D0)l(sd/Vn)

where: dbar and Sd are the sample mean and standard deviation of the n differences

R.R.: for a specified value of  and df = n-1

1. reject H0 if t > t
2. reject H0 if t < -t
3. reject H0 if Itl > t/2

*
100( 1 - )% confidence interval for d based on paired data
dbar +/- (t/2 sd)/Vn

where: n is the number of pairs of observations and df = n-1

A Nonparametric Alternative: Wilcoxon Signed-Rank Test

*
makes use of the sign and the magnitude of the rank of the differences between pairs of measurements
*
the population distribution of differences is symmetrical about D0
Choosing Sample Sizes for Inferences About 1-
*
sample size for 100(1-)% confidence interval for 1- of the form y1 bar-y2bar +/- E, independent samples

n = (2z/222)/E2
*
sample sizes for testing Ho: 1- = D0, independent samples

one-sided test: n=22[(Z+Z)/ 2]
two-sided test: n=22[(Z+Z)/ 2]
where: n1=n2=n and the probability of a type II error is to be <  when the true difference I1-I > 
*
sample size required for a 100(l-)% confidence interval for d of the form dbar +/- E

n = 2z/222/E2
*
sample sizes for one- and two-sided tests of

Ho: d = D0,

where: the probability of a type II error is  or less if the true difference d > 
INFERENCES ABOUT POPULATION V ARIANCES

*         Estimation and Tests for Comparing Two Population Variances

-
one major application is for checking the validity of the equal variance assumption for a two- sample t test

-
F distribution: when independent random samples have been drawn from the respective populations, the ratio process creates this probability distribution in repeated sampling

-
properties of the F distribution:

>
assumes only positive values

>
nonsymmetrical

>
designates the degrees of freedom associated with s12 and s22
 >
tail values are tabulated in Table 9.2, pg. 369

 -
Figure 9.9, pg. 371: illustrates a F distribution

 -
a statistical test:

H0: 12 = 22
Ha: 1. 12 > 22
    2. 12 not = 22
T.S. F = s12/ s22
R.R.: for a specified value of 
1. reject if F exceeds the tabulated value of F

for a=, df1=n1-1, and df2=n2-1

2. reject if F exceeds the tabulated value of F

for a=/2, df1=n1-1, and df2=n2-1

-
general confidence interval for12 / 22 with a confidence coefficient (1-)

(s12/ s22)FL < 12 / 22 < (s12/ s22)Fu
if Fdf1,df2 represents the /2 upper-tail of an F distribution with df1 and df2 degrees of freedom and Fdf1,df2 represents the /2 upper-tail value of an F distribution with the degrees of freedom reversed, then

FL = 1/ (Fdf1,df2) and Fu = Fdf1,df2
Where: df1=n1-1, and df2=n2-1

*
Estimation and Tests for a Population Variance

-
sample variance: s2 = [(y-ybar)2]/n-1

-
S2 provides a point estimate for 2
-
properties include:

>
a nonsymmetrical distribution

>
many chi-square distributions

>
chi-square values in the Appendix

-
general confidence interval for 2(or ) with confidence coefficient (1-)

(n-1) s2/u2 , , (n-1) s2/L2
Where: u2 is the upper-tail value of chi-square for df = n-1 with area /2 to its right, and L2is the lower-tail value with /2 to its left and we can determine u2 and L2 for a specific value of df by obtaining the critical value in Table 5 of the Appendix corresponding to a = /2 and a= 1-/2, respectively

